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A general construction program is given for the generation of higher-order Clifford algebras of 
various signatures together with their faithful representations in terms of Pauli-type operators. 
The analysis is based upon several isomorphism theorems that provide a simpler understanding of 
the standard classification scheme of these algebras, and an improved signature index notation is 
suggested that identifies each of the five types of Clifford algebras 

I. INTRODUCTION 

The algebraic settings of physics have been proven to be 
an indication of its level of development throughout its his­
tory from vector algebra to tensor analysis, to Lie algebras, 
and more recently to Clifford algebras and the related exteri­
or forms. We are able to present the ever-expanding scope of 
physics in more and more compact formalisms. However, it 
takes time for physicists to adapt themselves to each new 
mathematical setting. In the case of Clifford algebra, it was 
half a century after its discoveryl that Pauli and Diraciniti­
ated its first applications in quantum physics, and only after 
about 30 more years did physicists begin to recognize the 
profound significance of Clifford algebras for physics, main­
ly through the pioneering works of Hestenes.2 Compared 
with other mathematical methods used in physics, this is a 
rather long course. In the case of group theory, the first 
works on continuous groups3 appeared in 1888-1893. How­
ever, the physically important representation theory of Lie 
groups appeared as late as 1924, and four years later Weyl 
published his monumental work4 on group theory applied to 
quantum mechanics. In the case of Clifford algebra the rea­
son for this time lag in application is partly in the mathemat­
ics itself; it had not been put in a form convenient for use. On 
the one hand, we need a suitable formulation directly related 
to physical space-time, and on the other hand we need a 
representation in block matrix form as in the Dirac equation. 
In recent years, a great deal of important work has been done 
for the foundations, S for the representations,6-9 and for such 
applications as relativistic quantum theory.IO.11 Clift'ord al­
gebras of higher order are now being extensively used, espe­
cially in particle physics. 12 

For mathematicians the classifications are of central im­
portance, but the representations of Clift'ord algebras seem 
of .little interest to them. This is because, unlike a group, a 
Clift'ord algebra has essentially only one faithful inequiva­
lent irreducible representation. For physicists a representa­
tion is not only indispensable for numerical calculations, it 
also helps with the understanding. This is why there are so 
many different but equivalent representations associated 
with the Dirac algebra. The construction of a representation 
itself can provide us with a better overall understanding of 
the classifications, as will be shown in this paper. 

It is no wonder that the first representations of even-
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order Clifford algebras were given by the physicists Jordan 
and Wigner}3 Later Brauer and Weyp4 (cf. also Ref. 15) 
obtained a complete result for any order, but it was "un­
necessarily" sophisticated and has so far rarely been used. 
On the other hand, Atiyah et al. 16 have given a complete 
classification for universal Clifford algebras without provid­
ing any realization to be used for algebraic manipulations. 

It was Salingaros who, in a series of important pa­
pers,17-21 provided an explicit realization of the universal 
Clifford algebras in terms of differential forms, duality, and 
an associative product, which lead to a natural classification 
of the universal Clift'ord algebras based on their associated 
group structure. Salingaros' articles show clearly how profi­
table a study of the representations of Clifford algebras can 
be. 

In this paper we concentrate on the generation and the 
classification of Clifford algebras, starting directly from the 
Clift'ord basis elements. In analyzing the possible combina­
tions of their direct products we found two universal proce­
dures for the construction of the higher-order basis ele­
ments. Following these procedures, starting from Pauli-type 
operators, we are able to construct all universal Clifford al­
gebras in terms of their basis elements. This basis element 
analysis also made it simpler to establish a complete set of 
equivalence theorems among different-signatured Clifford 
algebras. Combined with the two construction procedures 
the complete classification of universal Clifford algebras is 
given in a rather simpler way. 

The whole work is divided into three main parts. In the 
first part, the general theory and equivalence relations are 
presented, together with an elucidation of the properties and 
importance of the canonical element. In the second part gen­
erating methods are formulated and a particular one is devel­
oped that generates the hierarchies of even and odd order 
algebras. It is as easy to apply as a rule of thumb, yet it 
provides us with a clear understanding of the classification 
scheme of Clifford algebras without involving any abstract 
propositions. The third part discusses the various types of 
Clifford algebras and their interrelationships. The essential 
differences between even- and odd-order algebras are clari­
fied with the aid of the canonical element. 

II. GENERAL PROPERTIES OF EVEN- AND ODD-ORDER 
CLIFFORD ALGEBRAS 

In this section we will present proofs of the two funda­
mental theorems that provfide the overall classification 
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scheme of the Clifford algebras. We begin by defining the 
notation. 

A universal Cli1ford algebra is an n-dimensional real 
linear space with n anticommuting basis elements 

An = {0'1.0'2 ..... O'n} (1) 

endowed with the multiplication rule 

O'/O'J + O'JO'; = 2giJe • (2) 

where e is the unit element of the algebra and gij = ± 6ij is 
the metric tensor. Metrics other than the Euclidean type are 
important in physical applications. and we will give a syste­
matic discussion of them. For a particular Clifford algebra.p 
of the basis elements have a positive square cif = + 1 and q 
of them have a negative square (O';) 2 = - 1. The notation 
oj will be employed for a basis element of a square of - 1. 
For each order n there are n + 1 Clifford algebras. which we 
denote by A ~. where 

s=p-q. 

and. of course. 

(3) 

(4) 

-n<s<n. n=p+q. (5) 

The pair of integers p. q is called the signature and the differ­
ence s = p - q is referred to as the signature index. We 
should note that s is even when n is even and it is odd when n 
is odd. 

Two Clifford algebras of the same order but with differ­
ent signature indices can be algebraically equivalent to each 
other. The following two theorems and their corollaries ex­
haust all of the general equivalence relations. 

Theorem I: Two Clifford algebras are equivalent when 
their indices are the same modulo 8 

A ~ ,""A ~mod8. (6) 

where the symbol '"" denotes algebraic equivalence. 
Proot Assuming q>4. starting from (3). first let us de­

fine 

r=0';+10';+20';+30';+4' (7) 

where 

r 2 , , , , , , , , 
= O'p + I O'p + 20'p + 30'p + 40'p+ I O'p + 20'p+ 30'p + 4 . 

We can easily show that the element rO';+J' 

rO'; +J = 0'; + 10'; + 20'; + 30'; + 40'; +J • 

wherej = 1.2.3.4 has a positive square 

{rO';+J)2 = rO';+JrO';+J = 1. 

It is easy to verify that the set of elements 

(8) 

{0'1.0'2 ..... O'p.ro,; + l.rO'; + 2 .rO';+ 3 .rO'; + 4'0'; +, ..... O'~} • 
(9) 

in which the four elements 0';+)' withj = 1. 2. 3.4 of the 
basis (3). are replaced by the four elements and r 0'; + J con­
stitutes the basis set of the algebra A ~ + 8. which has the same 
overall set of elements as the algebra A ~ . This means that the 
two algebras are equivalent to each other. Conversely. we 
can get back from (9) to (3) by 
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By carrying out the product operations we find that 

r' = r. (1O) 

This process can be repeated as long as q>4 negative square 
elements remain. 

Theorem II: Two Clifford algebras are equivalent when 
their signature indices are reflected about the value s = + I. 
which means that 

A ~ ~A ~ - s • (11 ) 

Proof: Starting from the basis elements of A ~. with the 
signature P.q. 

(12) 

we can form a new set of basis elements for A ! - s with the 
signature q + l.p - 1. 

{0'1'0'10'; + PO'IO'; + 2 •• ... O'IO'~ ;0'10'2.0'10'3.· ... 0'10'P} . (13) 

Let us check the various products: 

O'IO's'O'IO't = - O'sO't = O'tO's = uiO'tO's = - O'IO'tO'IO's • 

0'1 (O'IO',) = - {O'IO', )0'1. 

{0'10';>2 = 0'10';0'10'; = - uiO';2 = e. 

{0'10')2=0'10'jO'IO'j= -uia;= -e. 

So they really do form the algebra A ! - s. Conversely. from 
( 13) we can get back to ( 12) by the same procedure. Hence 
( 12) and (13) are equivalent. 

Corollary I: 

For s = p - q = 0 (mod 4). A ~ ~A n- s. (14) 
Proot Let p = q + 4/, then by Theorem I, 

A ~ ~A ~ - 81 = A ~ - 41- (q + 41) = A ~ - p = A n- S • 

Corollary IL' 

For s=p-q=O (mod 4), A~~A~+2. (15) 
Proot Using Theorem II and Corollary I, we have 

A ~ ~A ; s ~A ! - ( - s) = A ~ + 2 • 

Corollary IlL' 

For s = - 1 (mod 4), A ~ ~A ~+41. (16) 

Proot s = - 1 (mod 4) means p = q - 1 + 4(t - 1), t 
being some arbitrary integer. Then by Theorem II and 
Theorem I we get 
A ~ =A n- I +4(t-I)~A!- [-I +4(t-I)] =A ~-4(t-1) 

(17) 

Repeating this process / times and we have finally 

(18) 

These two theorems and their three corollaries exhaust 
all the equivalence relations among Clifford algebras with 
different indices. The Cli1ford algebras with s = - 3 and 1 
have no additional equivalence relations besides the general 
period of 8 and the reflection about s = 1. 

III. CANONICAL ELEMENT 

The properties of Cli1ford algebras are critically related 
to the properties of the "canonical element" or "volume ele­
ment in n dimensions,,,17,22 which is defined as the product 
of all the basis elements: 
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(19) 

It is easily demonstrated that 

(20) 

where the positive sign appears when the order n is odd and 
the negative sign appears when n is even. Thus the canonical 
element anticommutes with all of the basis elements when n 
is even and commutes with them when n is odd. The square of 
O'(n) is 

(i) s=o (mod 4) (n even) [O'(n)p=e, 

[O'(n) P = 0'10'2'''0',.0'1'''0'" 

= ( -l),,(,,-I)1201~'''u! 

= ( _ I )"("-I)12+Q, 

and recalling Eq. (6) we have 
[O'(n)]2= (_1)(l12)(,,2_~) 

{ 
(- 1) (1/2)', 

= (_1)(1/2)(.-1), 

Hence there are four possibilities: 

n = even, 

n =odd. 

(21) 

(22) 

(23) 

(li) s=2 (mod 4) (n even) [0'(n)]2= -e, (24) 

(iii) s= -I (mod 4) (n odd) [O'(n)p= -e, (25) 

(iv) s=1 (mod 4) (n odd) [O'(n) P = e. 

Equation (22) has profound consequences on the prop­
erties of even- and odd-order Clifford algebras. Because of 
the minus sign in (22), in an even-order Clifford algebra 
only the identity element commutes with all other elements 
and there is only one irreducible representation (cf. Appen­
dix A). For n odd, O'(n) commutes with the basis elements, 
so we have a larger center consisting of the two elements e 
and O'(n) that commute with all elements of the algebra. 
This suggests, in the p - q = s = 1 (mod 4) case, the possi­
bility of introducing the projectors P ,,± used by Basri and 
Barut,12.20 

(27) 

which, because of (26), are idempotent, and satisfy 

(P,,±)2=p,,±, P,,+P,,- =P;;P,,+ =0. (28) 

Let A: denote the subalgebra of elements that are 
formed from the set of all even products of nonidentical basis 
elements: 

A ::{e'O'/O'j,O'jO'jO'kO'I,'''} . 

Then using (28) we get 

A" =A,t_, +A"-_,, 
with 

(29) 

(30) 

(31) 

Equation (30) means that when s = 1 (mod 4), A" is com­
posed of two even-order disjoint subalgebras and the faithful 
representation M F of A" is in block diagonal form 

(
M+ 0) 

M F = 0 M-' 

where the M ± are the representation matrices of A ,,±_ 1 • A 
similar decomposition was given by Brauer and Weyt. 14 

IV. THE GENERAL GENERATING METHOD 

It is well known that the direct product gives rise to 
higher-order Clifford algebras: 

(32) 

where either m or n must be even. In this section we will 
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(26) 

r 
examine a systematic way to generate such higher-order al­
gebras. To accomplish this we must analyze the implications 
of this expression (32); more explicitly we need the detailed 
relationships between the basis elements of Am +" and those 
of Am andA". 

We will proceed to show how the direct product of an 
even-order algebra A :.. ofsignature (p,q), called the gener­
ating algebra with an algebra A ~ of signature (u,v) called 
the starting algebra (which is either of even or odd order) 
may be employed to generate a final algebra A :: +" of order 
m + n and signature (P,Q) (which is even or odd, respec­
tively) through the use ofEq. (32). To accomplish this we 
will take direct products of the basis elements: 

A :.. : {O' I""'O'P ;0'; + 1 , ... ,O';"} , 

A~: {1'I''''''Tu;'T~+ " ... ,1'~}, 
where s = 2p - m and t = 2u - n. 

(33) 

(34) 

Note that for the even-order generating algebra the ca­
nonical element O'(m) anticommutes with the basis and it 
could be treated on the same footing as other generating 
elements, so let us agree to use 1:k, k = 1,2, ... ,m + I, to rep­
resent all oftheO'j and 0'; ofEq. (33) plusO'(m). 

The problem is to choose a set of suitable compound 
basis elements 1: k X 'Tj , 1: I X'Tj such that the anticommunica­
tion relation 

(Ik X'Tj )(1:1 X'Tj) + (II X'Tj )(1:k X'Tj ) = 2g(kj)·Oi>e 

(35) 

is satisfied. Here the compound metric is dependent on that 
of the component metrics and will be given later. 

Basically there are two cases. 
( I) Part ofthe compound basis set is formed from m of 

the m + 1 possible choices of I k , 

1:k Xe .. , k = 1,2, ... ,m,k =f.ko, 

where e .. is the unit element of the starting algebra A ~, so the 
other part must be of the form 

Ik" X'Tj , j = 1,2, ... ,n, 

where Ik" is the remaining Ik element that was omitted 
above. Thus we obtain the complete basis 
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AmXAn: {.IkoX1"j;.IkXe1.}~Am+n: P[.Ik"x], 
(36) 

where ko is fixed for a particular basis set and k =/= ko runs 
through all of other indices of .I k' The symbol P [ .I k" x] is 
used to designate this generating program. 

(2) Part of the compound basis is formed from n - I of 
the n possible choices of 1"j as follows: 

eu X 1"j, j = I, ... ,n; j=/=jo' 

Here e u is the unit element of the generating algebra A :.., so 
the other part must be of the form 

.Ik X 1"jo' k = 1, ... ,m + 1, 

with fixedjo andj=/=jo runs through all other indices of 1": 

AmXAn:{.IkX1"jo,euX1"j}~Am+n: P[X1"jo]' (37) 

The notations P [.Iko X] and P [ X 1"jo] will be explained 
below. Each of these two classes of basis elements can be 
easily shown to make up a complete basis for the (m + n)­

order compound final algebra A : + n' 

In order to carry out this direct product method wher­
eby an even-order m generating algebra A:" operates on a 
starting algebra A ~ to produce the higher-order final algebra 

A :+n' 

(38) 

there are three choices to make: (1) the generating algebra's 
signature index s can be selected as either 0 mod 4 or as 
2 mod 4, (2) either the program .Ik XeT or eu X1"j may be 
chosen, and (3) the characteristic element may have a posi­
tive square (.Iko or1"jo) or a negative square (.I ko or1"ko)' 
These three binary choices provide us with the eight differ­
ent generating procedures that are listed in Table I. Each 
program is designated by the symbol P S (proc) in which the 

argument "proc" gives the type (.Ik X eT or eT X 1"j) and the 
sign of the square «(T k" or 1"jo for positive and (Tko or 1";0 for 
negative) of the characteristic element. The table gives the 
signature index w of the generated algebra in terms of the 
indices s and t of the two lower-order algebras. It also gives 
the same result in terms of the signatures themselves, which 
are contained in the following equivalent expression for the 
algebra generating procedure: 

Cm (p,q) XCn (u,v) = Cm + n (P,Q), (39) 

where (P,Q) is the signature of the final algebra and, of 
course, w = P - Q. Coquereaux22 gives a few constructions 
similar to ours. 

V. ALGEBRA GENERATION PROCEDURES 

Now it is a simple matter to use the algebras A ; as the 
generating algebras for constructing the complete set of Clif­
ford algebras. The PS[ X 1fo] procedures are more conven­

ient for this purpose, and because A ~ e;A ~ by Theorem II 
we only use A ~ and A 2- 2 as the generating algebras. This 
causes Table I to reduce to Table II. 

The operations R, M, and L defined in Table II may be 
looked upon as generators of higher-order algebras with the 
properties 

RA ~ =A ~+i, 

MA ~ =A ~+2' 

(40) 

(41 ) 

LA ~ = A ~ ~ i, ( 42) 

where Eqs. (40)-(42) are special cases ofEq. (38) in a new 
notation. The repeated use of these operations R, M, and L 
generate the hierarchies of algebras presented in Figs. 1 and 
2. The R operation generates an algebra below and two to the 
right, M generates one immediately below, and L generates 
one below and two to the left, as mentioned in the captions. 
The algebras A ~ with t = 0, ± 2 serve as the starting alge­
bras for generating the even hierarchy given in Fig. I and A ~ 
with t = ± 1 are the starting algebras for the odd hierarchy 
presented on Fig. 2. Thus, A ~ can be generated from A g by 
this method, but the other two algebras A ~ and A 2- 2 cannot. 

Brauer and Weyl4 also expressed higher-order algebras 
in terms of direct products involving A; matrices but they 
did not present a systematic hierarchy of generated algebras 
of the type shown in Figs. I and 2. 

VI. INEQUIVALENCE THEOREMS 

We showed that the equivalence theorems limit the 
number of different types of Clifford algebras to no more 
than 5, and mathematicians have already worked out the 
classification of the five types of algebras according to the 
representation spacess or to the direct product construc­
tion.23 We have not found any inequivalence theorems that 

TABLE I. Characteristics of the eight procedures for generating higher-order Clitrord algebras by the formation of direct products. 

s=p-q 

O(mod 4) 

2(mod 4) 

1176 

Program 

PO[l:k" X]. 
pO[l:A-. X]. 
pOl XT..,). 
pOl X Tj.1. 
P2[l:k"X], 
P2[l:A-. X]. 
P2[XTk ]. 
P2[ XTj.1. 
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Final 
signature (P.Q) 

(p+u.q+ v) 
(p + v + l.q + u - 1) 

(p+u.q+v) 
(q + u,p + v) 

(p + u - l.q + v + 1) 

(p+ v.q+ u) 
(p + u - l.q + v + 1) 

(q + u + loP + v - 1) 

Final 
signature 
index w Equivalence 

s+1 
s-1+2 -s+1 
s+1 
-s+t s-t+ 2 
s+t-2 
s-t -s+t+2 
s+t-2 
-s+1+2 s-1 
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TABLE II. Procedures for forming higher-order algebras using the second-order generating algebra A ~. The signatures (P,Q) and of the final generated 

algebra A ~ +. are given in terms of those (u,v) of the starting algebra A ~ . 

Final 
Generating Final signature 
algebra Program signature (P,Q) index w Symbol 

A~ PO[X~] (u + l,v+ 1) M 

A~ pO[X1';'] (u + l,v+ I) t M 
A 2-2 p2[X1'.Io] (u -l,v+ 3) t-4 R 
A 2-

2 P 2 [X-rJ.] (u + 3,v-1) t+4 L 

prove that these five algebra types are definitely inequivalent 
with each other. For a long time some physicists have as­
sumed that C4 (3,l)::;:;A ~ is equivalent to C4 (1,3)::;:;A 4-

2
, 

and it was Salingaros who first made it clear that they are not 
by the use of a group-structure approach. 19 This might have 
important implications in various branches of theoretical 
physics. In this section we will give a more straightforward 
discussion of this problem based on direct product proce­
dures. The inequivalence theorems that we prove also follow 
from a group theoretic construction.2

4-25 

Algebras constructed by the programs given above dif­
fer not only by the generating and starting algebras but also 
by the procedures used. For example, there is no general rule 
as to whether or not 

A:" XA ~#A :"XA ~', 

if A ~ #A ~'. Nevertheless we do have the following theorem. 
Theorem III: Given A ~ #A ~-2, then 

A~+2#A~+22' (43) 

Proof: Consider the two algebras A ~ and A ~-2 with the fol­
lowing sets of basis elements: 

(44) 

and 

(45) 

These algebras differ only by the replacement of 7'" by 7'~ as a 
basis element. Using A ~ through program P [ X 7'jo ] 

(or P [ X 7';0] (M step») we get the two compound algebras 

A ~ XA ~ = A ~ + 2 :{O'I X 7'10,0'10'2 X 7'10; 0'2 X 7'10; eu X 7'1'"'' 

AD 
D 

A2 AD -2 
2 2 A2 

A4 A2 AD -2 -4 
4 4 4 A4 A4 

A6 A4 A2 AD -2 -4 -6 
6 6 6 6 A6 A6 A6 

FIG. 1. Hierarchy of even-order algebras generated by the procedures of 
Table II. For example, L generates A :, M generates A ~, and R generates 
A.2fromA~. 
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eu X7'I, ... ,eu X7'jo_I, ... ,eu X7',,_I; 

eu X7'~, ... ,eu X7'~+.}. 

All but two of the compound basis elements from these two 
sets are the same, since onlyeg X 7'" inA ~+2 andeg X7'~ in 
A ~ -./2 differ from each other, But according to Appendix B, 
these two algebras can be equivalent only when t = 2 
(mod4), otherwise A~+2#A~+22' On the other hand, 
when t = 2 (mod 4), according to Corollary II we will have 
A ~ aA ~- 2, which is against our assumption, so this case is 
eliminated. Hence the theorem. 

Theorem IV: 

(46) 

A~#-2#A2-2, (47) 

A~#-3#A3"3. (48) 

Proof: Suppose that the opposite is true. Then it would 
be possible to show, for example, that (0'1,0'2,0'3) 

a (0'; , 0'2' 0'3 ), which means there would be at least one 
element of A 3" 3 that behaves like ai' anticommutes with 
some other elements, and has a positive square. 

We will show that this is impossible in the case of ( 48). 
The most general form of an element in A 3- 3 is 

w = ae + 4,b/O'; + ~c1,kO';O'k + dO'(3), 
I tt 

where i,j, k = 1,2, 3,j=j:k, and the coefficients a, bl> Ci , and 
d are real. The commuting part ae + dO'(3) should be 
dropped if w is to have the same algebraic properties as a 
basis element. In the A 3" 3 case, w can also be put in the form 

Ai -1 
1 Ai 

A3 Ai -1 -3 
3 3 A3 A3 

AS A3 Ai -1 -3 -S 
S S S As AS AS 

A7 AS A3 Ai -1 -3 -s -7 
7 7 7 7 A7 A7 A7 A7 

FIG. 2. Hierarchy of odd-order algebras generated by the procedures of 
Table II. For example, L generates A ~ , M generates A :,- 3, and R generates 
A,-',fromA,3. 
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w = }}/U; + 2:cp(3)uj, (49) 
; j 

since, for example, u( 3) u3 = u; u2 u3 u3 = - u; u2. 
Then 

w2=(~bjU;r +(~cp(3)U;r 

+ 2:bjCj(u;u'(3)u; + u(3)u;u;) 
jj 

= - 2:(b~+c~) -2O"(3)2:bj cjI 
j i 

(50) 

where u( 3) =u; , u2, u3, is algebraically independent of e 
even though it commutes with the whole algebra A 3- 3. There 
is no way to choose the real coefficients b j and Cj to make 
w2 = e, with a positive square, and hence A 3-3¥=A~" -3. 
Similar but much easier proofs can be applied to the other 
two cases (46) and (47). 

VII. TYPES OF CLIFFORD ALGEBRAS 

We are now in a position to write down each distinct 
algebra type for all of the signature indices in the principal 
range from - 3 to + 4: 

signature index s = - 3 - 2 

algebra type = E D 

-1 0 2 3 4 
C B ABC D 

(51) 

Theorem II was used to identify the algebra types that are 
the same due to the symmetry about the value s = + 1, and 
Theorem I ensures that this pattern repeats modulo 8 for 
signature indices s outside the principal range. Theorem II 
ensuresthatA o~A 2,CorollaryIIentailsA 4~A -2,andfrom 
Corollary III, A 3 ~A -1. Then Theorems IV and III ensure 
that A, B, C, D, and E are all inequivalent with each other, so 
there are really only five different types of Clifford algebras. 
They differ by their "starting algebras": A 3- 3, A 2- 2, A 1- 1, 

A g, A:. (We choose A g to characterize theA ~ type rather 
than A ~ .) Three of these five algebras have the following 
carrier fields: 

A g: real number field: R, 

A 1-1: complex number field: C, (52) 

A 2- 2: Hamilton's well-known quaternion field: H. 

What about A 3- 3 and A :? For A :, the two elements {e,u} 
can be written as the linear combination {( e + u) 12, 
(e - u)/2}={a, {3} and the whole algebra is composed of 
two disjoint parts: 

a2=a, {32={3, a{3={3a=O. 

So we have A: = R + R, or following Porteus,5 A: = 2R. 
From Fig. 2 and Table II, 

A 3-
3 =A ;2XA: 

=HX2R=Hx(R +R) =H+H=2H, (53) 

which is also a direct sum. Both A: and A 3- 3 are called 
double field algebras. 
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Thus we have five different types of Clifford algebras: 

s= 
algebra = 

- 3, - 2, - 1, 0, 1, 
2H, H, C, R, 2R, 
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(54) 

The order of the algebra also turns out to be related to 
the dimension of the representation space. Because each M 
step has a 2 X 2 representation matrix it can easily be shown 
that5 

A ~ ~2R(2(n-I)/2), A ~ ~R(2nI2), 

A n- I ~C(2(n - 1)12), A n- 2~H(2n12 - 1), 

A n- 3~2H(2(n - 3)/2), 

(55) 

where, for example, H(2nI2 - 1
) means that this is a linear 

space of dimension 2nl2 
- I with the carrier field H. Table III 

summarizes the notation employed for several schemes of 
classification. 

VIII. RELATIONS BETWEEN GENERATING AND 
GENERATED ALGEBRAS 

In the previous section we gave the signature indices for 
the five types of Clifford algebras. The generator M increases 
the order n of the algebra by the amount 2 without changing 
the signature index s so the algebra type remains the same. 
On the other hand the generators Land R decrease or in­
crease s, respectively, by 4, and hence they can change the 
type. In the case of even-order algebras these two generators 
formR-typealgebrasfromH typesandH typesfromR alge­
bras as follows: 

LR S H s - 4 LHS R s-4 
n= n+2' n= n+2' 

RR s _Hs+4 RHS -R s + 4 
n- n+2' n- n+2° 

(56) 

In these expressions one should be careful not to confuse the 
symbol R used for the generator and R denoting the real 
algebra type. A similar relationship exists in the odd-order 
case in the sense that the generators Land R form 2H_type 
double field algebras from 2 R double field ones, and they also 
form 2 R from 2 H. When these two generators operate on a C­
type algebra they form another C type, 

LCS - c s - 4 RCS - c s + 4 
n- n+2' n- n+2° (57) 

In other words, in the odd-order case there is no mixing 
between the double field and the C algebras. This is impor­
tant because the faithful inequivalent irreducible representa­
tion of a double field algebra has twice the dimensionality as 
that of the C-type algebra of the same order. On the other 
hand, R- and H-type algebras of the same order have repre­
sentations of the same dimensionality, as is the case with 
double field 2 Rand 2 H algebras of the same order. 

Another way to see the relationship between the various 
algebras is to carry out the generation of an odd-order alge­
bra using the fundamental complex number algebra A 11, 
which has only one basis element i = [ - 1] 1/2 as the start­
ing algebra. We generate as follows: 

(58) 

where m is even using the procedure pm [ 1:"" X] of Eq. 
(36). For this case there is only one Tj element, namely 
Tj = i. We select T"" as the canonical element u(m) of the 
A:" algebra, and Eq. (36) gives for the new basis 

1:k Xer =uk' k=l, ... ,m, 1:""XTj =iu(m), (59) 
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TABLE III. Comparison ofvarious prevailing nonmenclatures for Qi1ford algebras. 

Signature Present 
Order index work Porteus· 

n s A' . 
0 0 Ag =Rg R(l) =R 

-1 AI-I=C\I C(1) = C 

A\ =2R\ 2R(l)=2R 

2 -2 A 2-
2=H 2-

2 H(l) =H 

2 0 A~ =R~ R(2) 

2 2 A~ =Ri R(2) 

3 -3 A
3
- 3=2H 3-

3 W(l) =2H 

3 -1 A
3
- I =C

3
- 1 C(2) 

3 1 A J =2RJ 2R(2) 

3 3 A~ =q C(2) 

4 -4 A.-·=H.-· H(2) 

4 -2 A.- 2=H.- 2 H(2) 

4 0 A~ =R~ R(4) 

4 2 A! =R! R(4) 

4 4 A! =H! H(2) 

• Reference 5. 
b Reference 21. 
< Reference 22. 

where the elements (h are the basis of the algebra A :n. We 
know from Eqs. (23) and (24) that for an even-order alge­
bra the canonical element O'(m) has a positive or negative 
square depending upon whether s = 0 mod 4 or 
s = 2 mod 4, respectively. Therefore for these two cases the 
generated algebras will be 

{

A s-I 
AS A -1= m+I' 

mX I A s+ I 
m+I' 

s=Omod4, 

s = 2 mod 4. 
(60) 

Thus the final algebra that is generated has the signature 
index w = - 1 mod 4. This means that irrespective of 
whether or not we start with an R or an H algebra we always 
generate a C algebra. There is no mixing with the double field 
algebras. 

If we start the generation process with the 2 R double 
field algebra A : instead of A I-I and carry out the same pro­
cedure with the Pauli matrix O'z selected as O'jo then the final 
signature indices will be reversed, 

s=Omod4, 
{

A s+ I 
AS AI= m+I' 

m X I As-I 2 d 4 
m+I' s= mo , 

(61) 

and only the double field algebras 2R and 2H with 
w = 1 mod 4 and w = - 3 mod 4, respectively, will be gen­
erated. The resulting basis set l: k' k = 1,00' ,m + 1 is given by 

l:k = Uk xl, k = 1,oo.,m, l:k+ I = O'(m) XO'z' (62) 

where I is the 2 X 2 unit matrix. This representation has 
twice the dimensionality of the corresponding C-algebra 
one. 

IX. DISCUSSION 

In this article we have analyzed the relationships 
between the various types of Clifford algebras, and we have 
proposed a systematic way of generating higher-order alge­
bras from lower-order ones. The generation method itself 
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Salingarosb Porteus' Salingarosb Coquereaux< 

RM AM (p,q) 

No=R Ro.o A 0.0 (0,0) 

So=C R O•I A O•I (0,1) 

NoXNo=R+R R I.o A 1.0 (l,Q) 

N2=H R O•2 A 0.2 (0,2) 

NI RI.I A I.I (l,1) 

NI R 2.0 A 2.0 (2,0) 

N2XNo=H+H R O•3 A 0.3 (0,3) 

SI=S RI.2 A 1.2 ( 1,2) 

NIXNo=NI +NI R2.1 
A 2.1 (2,1) 

SI=S R 3.0 A 3.0 (3,0) 

N4 Ro .• A 0 •• (0,4) 

N. R I.3 A 1.3 (l,3) 

N3=M R 2.2 A 2.2 (2,2) 

N3=M R3•1 
A 3.1 (3,1) 

N4 R •. o 
A •. 0 (4,0) 

and the steps that were followed in arriving at it provide 
some important insights into the interconnectiveness of the 
various Clifford algebras of different orders and signatures. 
In addition we believe that the approach followed in this 
article and the notations and classification scheme that we 
have adopted provide a formalism for these algebras that is 
particularly useful for physical applications. 

APPENDIX A: PROOF THAT EACH EVEN-oRDER 
CLIFFORD ALGEBRA HAS ONLY ONE INEQUIVALENT 
IRREDUCIBLE REPRESENTATION 

In this appendix we present a proof that each even-order 
Clifford algebra A" has only one inequivalent irreducible 
representation of dimension 2"/2. 

First, let l:w be any elements of A" like 0'1' 0';, O'j'oo" 
{± l:w}, which form a group of order 2·2"==N. For any 
l:w =1= ± 1, we can show that the trace vanishes, Tr l:w = O. 
For this end, it is enough to show that there always exists an 
element l:w such that 

l:wl:w + l:wl:w = 0 or l:wl:wl:w = - (l:w)2l:w, 

(AI) 

where (l:w) 2 = ± 1 depending on the nature of l:w' Then 
we have 

Tr l:wl:wl:w = - (l:w)2 Tr l:w' 

but 

Tr l:wl:wl:w = Tr l:w (l:w)2 = + (l:w)2 Tr l:w, 

(A2) 

(A3) 

hence Tr l:w = O. For l:w of odd rank, (0'1' Up O'j' Uk'oo,) we 
can always choose l:w to be a basis element, l:k which is not a 
factor of l:w' For l:w even, we choose l:k- to be a factor of 
l:w' [Note, for n odd, this procedure fails in the case ofthe 
canonical element O'(n) = 0'1 0'2 ••• Un.] For both cases it is 
clear that 
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CA4) 

From group theory, we have 

DCa;)xCa;-J) =N, CA5) 
; 

where xCa;) is the character of any irreducible representa­
tion matrix of element a;. From what has been shown above 
we have only one + I and one - I element contributing to 
the sum 

2· 22m = X(1 )X(1) + xC - l)XC - 1) = 2 • Dim2 CX), 
CA6) 

where Dim denotes the dimension of the representation X. 
Therefore, we know that the irreducible representation of a 
Clifford algebra of order n = 2m must be of dimension 2m

, as 
given by Rasheviski's method. 6 

There is another theorem in group theory: 

Ln~ =N, (A7) 
v 

where nv is the degree or dimension of the irreducible repre­
sentation Dv, and v runs through all possible different ine­
quivalent irreducible representation of a finite group. In the 
case of a Clifford algebra, N = 2 . 22m and every irreducible 
representation of the Clifford algebra is at the same time an 
irreducible representation of the associated group. But any 
irreducible representation that is at the same time an irredu­
cible representation of the Clifford algebra and the associat­
ed group must be of 2m dimension. If there were more than 
one such kind of representation, then we would have 

N = 2 . 22m = 22m + 22m + other representations, 
(AS) 

and one possibility is to have two inequivalent irreducible 
representations of order 2m with no others. However, this 
leaves no room for other representations of the associated 
group such as the trivial identity representation that maps 
each element on to + 1. Therefore we conclude that there is 
only one inequivalent irreducible representation of a Clif­
ford algebra of order n = 2m. 

APPENDIX B: EQUIVALENCE OF TWO CLIFFORD 
ALGEBRAS A~ AND A~- 2 

Two Clifford algebras A ~ and A ~-2, which differ only 
by one basis element with a different square, can only be 
equivalent if the orders of the two algebras are even and the 
signature index is 

t = 2 (mod 4). 

Proof Given the two algebras with the basis elements 

which differ only by the replacement of 0'1 by 0';, where 
(0'; )2 = - ~. If A ~ ~A ~-2, it must be possible to con-
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struct within A ~ an element w that behaves like 0'; inA ~-2, 
namely, we have the following. 

( I) w anticommutes with all basis elements 0'2 through 

C 2) w cannot be formed exclusively from 0'2 through 0' n , 

because in the case A ~ - 2 would be A n _ 1 • In others words, 0'; 

is not algebraically independent. 
(3) w= -~ = -e. 
Consider a term T of w that contains O'J but does not 

contain 0'''0 as a factor. Then if 

0'''0 T = - TO'''o' 

we would have 

O'jT = TO'j' 

So, to maintain (I), w must be either 
n 

or II O'j=O'(n). 
j= 1 

The first possibility is excluded by (2), so 

w = O'(n), 

(B2) 

CB3) 

(B4) 

(B5) 

and when n is odd, (I) cannot be true. Finally (3) and Eq. 
(24) entail that t = 2 (mod 4). Otherwise, this is impossible 
and A ~ #A ~-2. 
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Some families of zeros of weight-l 6j coefficients are given, each in terms of four parameters. They 
arise from a geometrical investigation of certain Diophantine equations. Some general remarks on 
the solutions of Diophantine equations are also made. 

I. INTRODUCTION 

In this paper we make some remarks of a general nature 
concerning an overall appraisal of the problem of solving 
types of Diophantine equations; and apply specific number­
theoretic and geometric methods to solving a Diophantine 
system that arises in determining nontrivial Racah coeffi­
cients of weight 1. This extends results of Brudno and 
Louck. l 

A Racah operator (which was originally introduced in 
work on spectroscopy) is a linear operator acting on a parti­
cular abstract Hilbert space, and gives rise to the Racah coef­
ficients. See Biedenharn and Louck2 for a full discussion, 
together with motivation for the importance of their study. 
Considerable interest has been shown in the nontrivial zeros 
of the Racah coefficients, because these determine vector 
spaces belonging to the null space of a Racah operator, and 
accordingly give structural information concerning the op­
erator itself. See Racah3 and Judd,4 who extends the Lie 
algebraic method of the former. Koozekanani and Bieden­
harns list over a thousand nontrivial zeros of the Racah coef­
ficient, obtained by computer calculation, and Vanden 
Berghe et 01. 6 give further examples of nontrivial zeros, again 
by exploiting ideas from Lie algebra. 

A different approach to the classification of the zeros of 
the Racah coefficients has been by Brudno.7 Here, it is ob­
served that the explicit expression for each of the coeffi­
cients, as given by Racah,8 is an alternating sum, and the 
author bases his classification on the number of nonzero 
terms occurring in this sum. This is shown to be equivalent 
to a classification by weights of the corresponding Racah 
operator by Brudno and Louck. 9 

We introduce notation for the 6j coefficient ti ~ j}, 
which up to sign is equal to a Racah coefficient. The coeffi­
cient is given by a polynomial function in the arguments 
a,b,e,d,e,f, which represent angular momentum quantum I 

with 

numbers; an explicit realization of this polynomial is given in 
Biedenharn and Louck,2 p. 142. The domain of definition of 
a,b,e,d,e, and/is that they must be non-negative integers or 
non-negative half integers, satisfying the "triangle condi­
tion" on (a,b,e), (a,e,f), (b,d,f), and (e,d,e) [where the 
triangle condition on (p,q,r) is that - p + q + r,p - q + r, 
and p + q - r are all non-negative integers]. 

An alternative notation for the 6j coefficient is the 4 X 3 
array of BargmannlO 

{

d+/-b 

{a b e} = a + / - e 
de/ d+e-e 

a+e-b 

e+/-a 
b+/-d 
b+e-a 
e+e-d 

C+d-e} 
a+b-e 
b+d-/ ' 
a+e-/ 

which has the advantage of displaying clearly the Reggell 

symmetries, corresponding to row interchanges and column. 
interchanges. The smallest entry in the Bargmann array is 
called the weight of the corresponding 6j coefficient, and is 
equal to the number that is one less than the number of terms 
in the alternating sum, as mentioned above. 

A nontrivial zero of a 6j coefficient is now defined to be a 
sextuple (a,b,e,d,e,f) of non-negative integers or non-nega­
tive half integers, such that all entries in the corresponding 
Bargmann array are non-negative integers. Since coeffi­
cients of weight 0 possess no nontrivial zeros, then nontrivial 
zeros of 6j coefficients have corresponding Bargmann arrays 
with every entry a positive integer. 

The first interesting case is that of weight-l coefficients 
having two terms in the alternating sum expression for th; 
coefficient. This has been studied by Brudno and Louck, 1 

with the following results. If ti ~ j} = 0 and is of 
weight 1, then by using a Regge symmetry if necessary, it 
follows that there exist positive integers XJl,U,V,W satisfying 

xy(x + y + U + v + w) = uvw, (1) 

{
a b e} = {! (x + U + v - 1) ! (y + U + w - 1) ! (x + y + v + w - 2)} . 
d C f ! (x+w) !<y+v) Hx+y+u-l) 

(2) 

Equation (1) is equivalent to the Diophantine system 

X 3 + y3 + Z3 = U 3 + V 3 + W 3
, 

X+y+Z=U+V+W, (3) 

under the transformations 

X= x-y+z, U=u+v-w, 

y= -x+y+z, V=u-v+w, 

Z= u-v-w, W=x+y+z; 
x=!(W-y), u=!(U+V), 

y ! (W X), v - ! (U - Z) , 

z = ! (X + y), w = ! (V - Z) . 

The authors show that, using symmetry, solutions of ( 1) are 
in correspondence with 3 X 3 arrays of positive integers 

k I m x 
n p q y 
r s t z' (4) 

u v w 
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where x = kim, y = npq, Z = rst, U = knr, v = Ips, w = mqt, 
and z = x + y + U + v + w. They invoke a parametric solu­
tion ofEqs. (3), due to Gerardin (see Dickson, 12 pp. 565 and 
713) in 1916: 

X=2p2-lOpq+ 12q2, U=2pq, 

Y=p2_5pq+6q2, V=pq, (5) 

Z = - 2p2 + 9pq - ~, W = p2 - 9pq + 12q2 . 

Hence they recover an array (4) given by 

-~q ~(2p-3q) 2 x 

-p 
1 

1 
~ (p - 2q) 

!(p-q) Y 
p-3q z' 

U v w 
thereby producing a parametrized infinity of nontrivial ze­
ros of weight-1 6j coefficients (necessarily p is even, and 
q>p). 

No further results are given, and indeed the authors 
state "it appears that the general solution of the pair of Dio­
phantine equations (3) is not known." lIt is the intention of 
this paper to investigate these equations more carefully, de­
ducing further parametrized infinities of zeros of weight-1 6j 
coefficients (this time with four parameters). 

II. A FIRST SOLUTION 

The basic state of knowledge regarding Diophantine 
equations seems to be that if you have a particular equation 
representing a geometric curve, then there is a well-estab­
lished body of theory and you can expect to say almost every­
thing about the rational and integral points upon it. There is 
a major subdivision of cases, according as to the genus of the 
curve in question. A curve of genus 0 is said to be rational, 
and all the points upon it may be described parametrically. 
In particular, all the rational points are known. For curves of 
genus greater than 0, there is no polynomial parametrization 
of all the rational points (indeed, by recent work of Faltings, 
a curve of genus greater than 1 can have only finitely many 
rational points), but all the rational points can (at least in 
theory) be described fully. The corresponding work in­
volved may, of course, require considerable effort. Consider, 
for example, the curve r = x (x2 + 871) where the smallest 
rational solution has for its x coordinate a fraction with a 42-
digit numerator! See Bremner and Cassels. 13 

If the Diophantine equation represents a surface, then 
the theory is far less complete. Certain surfaces are rational, 
in that the points of the surface are in one to one correspon­
dence with points of a plane, and all the points on such sur­
faces can be described parametrically. Otherwise, one can 
hope to say something about the rational points upon a sur­
face, although a complete description is usually beyond 
reach. And if you have any higher-dimensional geometric 
object representing a nonrational variety, then very little in 
general can be said-in particular, to describe fully all the 
rational points is, at present, a hopeless task. 

Equations (3) represent geometrically a cubic three­
fold, the object beyond a surface in increasing dimension. It 
is thus not clear that a complete description of the rational 
points will be at all forthcoming. But not everything is hope-

1182 J. Math. Phys., Vol. 27, No.5, May 1986 

less. The intersection of the threefold (3) with a hyperplane 
is simply a surface (just as the intersection of a surface with a 
plane is a curve) and so one might hope to obtain informa­
tion about the surfaces which lie on (3). 

Consider in particular the Gerardin solution (5). As the 
ratio p/q varies, the locus is a quadratic curve that lies on 
( 3 ). It also satisfies the linear relation 

X- U=2(Y- V), (6) 

the equation of a hyperplane. Accordingly, the intersection 
of the threefold (3) with the hyperplane (6) is a surface, 
which we know contains a rational quadratic curve. Since it 
contains one rationally parametrizable curve, it is plausible 
that it may contain others. To investigate this, transform the 
equations by 

x = r + 2p, U = r - 2p , 

Y=t+p, V=t-p, 

Z = s - 3p, W = s + 3p , 

so that the equation of the surface is simply 

(r+2p)3+ (t+p)3+ (S-3p)3 

= (r - 2p)3 + (t - p)3 + (s + 3p)3 , 

i.e., p(2r - 3r + 12 - 6p2) = O. 

The surface is thus reducible, with two components: the 
plane p = 0 and the quadric surface 
2r - 3r + 12_ 6p2 = O. It is easy to find all the rational 
points on the two components and hence on the cubic sur­
face. For the plane p = 0, the general point is 
(r,s,t,u) = (a,/3,y,O) leading back to (X,Y,Z,U,v,W) 
= (a,/3,y,a,/3,y). This rather dull solution to Eqs. (3) does 

not give any 6j-coefficient zeros, because the corresponding 
xJ',v,wat ( 1) satisfy x + w = Y + v = 0 and so XJ',V, and w 
cannot all be positive. However, for the quadric surface 
2r + 12 = 3 (r + 2p2), the general solution can be obtained 
by the parametrization 

t+rF2 = (1 +F2) (a+f3F2) (y-8F2), 

s+pF2 = (a+f3F2) (y+8F2), 

i.e., by 

r = ay + 2{38 + f3y - a8 , 

s =ay- 2{38, 

1 = ay + 2{38 - 2{3y + 2a8 , 

p= f3y+a8, 

giving 

X = ay + 2{38 + 3f3y + a8, U = au + 2{38 - f3y - 3a8 , 

Y = ay + 2{38 - f3y + 3a8, V = ay + 2{38 - 3f3y + a8 , 

Z = ay - 2{38 - 3/Jy - 3a8, 

W = ar - 2{38 + 3f3r + 3a8 . 

In terms of xJ',z,u,v,w, we have 

x = - 2{38 + 2{3r, u = ar + 2{38 - 2{3r - a8 , 

y = - 2{38 + a8, v = 2{38 + f3r , 

Z = ar + 2{38 + f3r + 2a8, w = 2{38 + 2a8 , 
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corresponding to the 3 X 3 array 

r-6 /3 2 x 

a-2/3 6 y (7) 
1 z 

u v w 

Thus, provided a> 2/3 > 0, r > ~ > 0, the array has positive 
entries, and leads to a four-parameter family of zeros of 6j 
coefficients. 

Notice that the Gerardin solution is obtained by special­
izing in (7) to 

(a,/3,r,{j) 

= H (p - 6q)d (2p - 3q),! (p - 4q),! (p -q»). 

What we have done here is to find all solutions of (3), 
subject to the restriction (6). 

III. MORE GENERAL SOLUTIONS 

We can work more generally than in Sec. II. The most 
general hyperplane containing the Gerardin curve (5) is 

B(X - 2y) + t,6(U - 2V) 

+ tJ!(X + Y + Z - U - V - W) = 0, 

for constants B,t,6,tJ!. Thus the most general cubic surface aris­
ing as an intersection of (3) with a hyperplane, and contain­
ing the Gerardin curve, is given by 

X 3 +y3 +Z 3 

X+Y+Z 

X-2Y 

= U 3 + V 3 + W 3
, 

=U+V+W, 
=A(U-2V), 

for an arbitrary parameter A (in the previous instance, 
A = 1). Substituting 

X=Ar+ 2p, U=r- 2p, 

Y=At+p, V= t-p, 

Z = s - Ar - At - 3p, W = s - r - t + 3p, 

then the resulting cubic surface has equation 

-!(r- 5{j) 

1 

VA: 12p3 + (A -1)(5r+ 8t)p2 

+p[6s2-6(A+ l)(r+t)s 

+ (A2+ 1)(r2+6rt+2t 2)] 

- (A - l)(r + t)[sl - (A + l)(r+ t)s 

+ (A. 2 + A. + 1)rt ] = O. 

A basic geometric result concerning cubic surfaces (see 
Swinnerton-DyerJ4

) is that there is a rational parametriza­
tion of all the rational points on the surface if and only if the 
surface contains a set oftwo, three, or six skew (i.e., nonin­
tersecting) straight lines, the set of lines as a whole being 
defined over the rationals (so a set of Galois conjugates is 
allowed, for example). Now in any specific instance, as for 
example with VA' it is straightforward although tedious, to 
write down the equations of all the straight lines on the sur­
face. Indeed, it is classically known that there are precisely 
27 such straight lines. 

We do not carry out here these awkward computations, 
but restrict as in Sec. II to more specific observations. Notice 
for VA that the plane p = 0 cuts in the line {p = 0, r = - t} 
and the quadric {p = 0, sl - (A + 1 )s(r + t) 
+ (A 2 +A + 1)rt = O}. In particular, when A = 0, the in-

tersection is the three lines {p = 0, r = - t}, {p = 0, 
r= s},and {p = O,s = d. But when A = 0, VA also contains 
the straight line {r = 2t, t = 2p}. Thus in the case A = 0, we 
have two skew lines {p = 0, r = s} and {r = 2t, t = 2p}, 
each of which is defined over the rationals. This leads with 
the appropriate calculations to the parametrization of all 
points of Va by 

r = 25a2~2 - 10a2r~ + a 2y2 + af3y2 

- 6a{Jr~ + 8a{3{j2 + 4{32r{j - 8f32~2, 

s = - a2r~ + 5a2~2 + af3y2 - 6af3r6 

+ 8af3{j2 + f3 2y2 - 2/3 2r~, 
t = - 2a2r~ + 10a2{j2 + af3y2 - 6af3r{j 

+ 5af3{j2 + f3 2y2 - 4{32r~ + 4{32~2, 
P = {j( - a 2r + 5a2~ + f32r - 2/32~). 

In terms of the notation at (4), this corresponds to the fol­
lowing array: 

a x 
-a(r- 5{j)-f3{j y 

a(r - 4{j) + f3(r - {j) 

Ha(r- 5~) +f3(r- 2lJ») 
1 - a 2(r - 5{j) + f32(r - 2lJ) ~{j z 

(8) 

u v w 
The entries are certainly positive when 

r-2lJ a {j 
a,f3>O, 5~>r>4{j>0, -- > - > --, 

5~-r f3 5~-r 

and thus again we obtain a four-parameter family of zeros of 6j coefficients. 
It may be that for further rational values of A, the surface VA admits a set of two, three, or six skew lines defined over the 

rationals, and hence admitting a parametrization of all its points. In each such case there will arise a homogeneous four­
parameter solution to Eqs. (3) and (1), giving a four-parameter family of zeros of weight-l 6j coefficients. But we have not 
progressed further in this direction. 

When VA fails to have a rational set of the required number of lines, there cannot arise a four-parameter solution; but there 
still may be parametrizable curves on VA' affording a homogeneous two-parameter solution (as found originally by Gerar-
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din). Finally, there is no particular reason why one has to restrict attention to intersections containing the Gerardin curve as 
we have done above. Any hyperplane intersection of (3) arises in a cubic surface, and one might try analyzing, for example, so­
lutions of (3) which satisfy in addition, say, 

X-U=Y-V. 

It seems plausible that in this manner one can obtain a large number of parametrized solutions to (3), and hence to zeros of 
weight-l 6j coefficients. 

As a final summary, we make explicit the formulas obtained at (7) and (8) for the zeros of weight-1 6j coefficients. 
Substituting the values given by (7) into (2) produces the 6j coefficient 

e ~ ;}, (9) 

with 

a = ~ (ar- a6 +Pr+ 2/36 - 1), b =! (ar+ 2a6 - 2/3r+ 2/36 -1), 
(9') 

c =! (a6 +Pr), d= a6 +Pr, e =! (3a6 + 3Pr- 2), /=! (ar- 2{36 -1), 

corresponding to the Bargmann array 

{ 

2/3(r-6) 
a(r-6) -1 

2(a6 + Pr) - 1 
3Pr - 1 

6(a - 2/3) 
r(a - 2/3) - 1 

3a6-1 
(a6 +Pr) - 1 

(r- 6 );a - 2/3)}. 
16(a +13) 
P(r + 16) 

(10) 

Since (a,{J,r,6) and ( - a, - 13, - r, - 6) correspond to the same coefficient, we may without loss of generality assume that 
a> O. Then the entries of (10) are positive if and only if 

a>2/3>O, r>6>0. (11 ) 

Further, if 

a,{J, r,{)eZ, a=r= 1 mod 2, 13 ~ mod 2, (12) 

then a, b, c, d, e, and/at (9') are all integers. 
Consequently, (9) and (9'), subject to conditions (11) and (12), provide an explicit realization ofa parametrized family 

of zeros of weight-1 6j coefficients. 
As specific numerical illustration we give the nontrivial zeros arising from (9), (9') in which the arguments are at most 20 

(with corresponding a, 13, r, 6 in following parentheses): 

{5 5 8} {9 6 ll} {13 7 194} 6 3 3 (3,1,3,1); 8 4 6 (3,1,5,1); 10 5 (3,1,7,1); 

{17 8 17} (3,1,9,1); r 10 ll} (5,1,3,1); 
12 6 12 846 

{19 16 17} {9 15 I:} (7,1,3,1); 
12 6 16 

(5,1,7,1); 
10 5 

{ll 20 17} (9,1,3,1); {8 14 2~} (3,1,5,3). 
12 6 12 14 7 

In similar manner, the values given by (8) may be substitut­
ed into (2), resulting in an explicit parametrization for zeros 
of weight-1 6j coefficients. But the arithmetic is now much 
more cumbersome, and we refrain from giving any details. 

IS. Brudno and J. D. Louck, J. Math. Phys. 26, 2092 (1985). 
2L. C. Biedenham and J. D. Louck, The Racah-W'Jgner Algebra in Quan­
tum Theory, Vol. 9, Encyclopedia of Mathematics and its ApplicatiOns, 
edited by G.-C. Rota (Addison-Wesley, Reading, MA, 1981). 

3G. Racah, Phys. Rev. 76, 1352 (1949). 
4B. R. Judd, ''Topics in atomic theory," in Topics in Atomic and Nuclear 
Physics (Caxton, Christchurch, New Zealand, 1970), pp. 1-60. 

1184 J. Math. Phys., Vol. 27, No.5, May 1986 

{13 10 13 14} 
5 11 

(5,1,5,1 ); 

{17 20 17} 
12 6 16 

(7,1,5,1 ); 

I,S. H. Koozekananiand L. C. Biedenham, Rev. Mex. Fis.13, 327 (1974). 
6G. Vanden Berghe, H. De Meyer, and J. Van der Jeugt, J. Math. Phys. 25, 
751,2585 (1984); G. Vanden Berghe and H. De Meyer, ibid. 15, 772 
(1984); J. Van den der Jeugt, G. Vanden Berghe, and H. De Meyer, J. 
Phys. A: Math. Gen. 16, 1377 (1983). 

7S. Brudno, J. Math. Phys. 26, 434 (1985). 
8G. Racah, Phys. Rev. 62, 438 (1942). 
"S. Brudno and J. D. Louck, J. Math. Phys. 26, 1125 (1985). 
lOY. Bargmann, Rev. Mod. Phys. 34, 829 (1962). 
liT. Regge, Nuovo Cimento 11, 116 (1959). 
12L. E. Dickson, Theory of Numbers, Vol. 2 (Chelsea, New York, 1952) 

(reprint). 
13A. Bremner and J. W. S. Cassels, Math. Comp. 42, 257 (1984). 
14H. P. F. Swinnerton-Dyer, "Applications of algebraic geometry to num­

ber theory," in Proceedings of the Symposia in Pure Mathematics, Vol. 20 
(Am. Math. Soc., Providence, RI, 1971), pp. 1-52. 

Andrew Bremner 1184 



                                                                                                                                    

On the exceptional equivalence of complex Dirac spinors and complex 
space-time vectors 

Patrick L. Nash 
Division of Earth and Physical Sciences, The University of Texas at San Antonio, San Antonio, Texas 78285-
0663 

(Received 23 July 1985; accepted for publication 14 January 1986) 

It is well known that there exists an equivalence ofR8 vectors and spinors, which has its roots in 
the rotational symmetry ofthe Dynkin diagram for D4 • We endow R8 with a real action of 

SO(4,4), and restrict to SO(3,1). Under this restriction the R8 spinor decomposes into the 
direct sum of two real Dirac spinors, while the R8 vector decomposes into a real space-time vector 
plus four real scalars. The equivalence is preserved under this restriction; it is shown that it is 
realized in the (exceptional) equivalence of a complex Dirac spinor and a complex space-time 
vector. 

I. INTRODUCTION 

For pedagogical reasons we shall formulate the excep­
tional equivalence described in the abstract within the con­
text of a problem that arises in classical mechanics. In the 
setting that we describe, we have no anticommuting opera­
tors that might, perhaps, obscure the underlying geometrical 
relationship that exists between a complex Dirac spinor and 
a complex space-time vector. However, the implications of 
this relationship are obviously relevant to the discussion of 
particle content of multiplets in grand unified and supersym­
metric field theories. 

In Ref. 1 a Lagrangian model of a classical electron with 
spin, possessing an intrinsic magnetic dipole moment and 
vanishing (in a rest frame) electric dipole moment is formu-

lated. In this model, a real-valued eight-component 0 (3,3 ) 
spinor tP is employed to carry the spin degrees of freedom. 
Several physical observables that, in part. specify the classi­
cal state of the electron are constructed from tP. These in­
clude the spin tensor of the electron. as well as an orthonor­
mal space-time frame that is transported along the worldline 
of the particle. The timelike member of this tetrad is forced 
to be always parallel to the four-velocity by subjecting tP to 
certain constraints. These constraints lead to complications 
in quantizing this theory. 

Accordingly. as a first step in the quantization program. 
it is natural to attempt to separate the dynamical degrees of 
freedom possessed by tP from the constrained components. 
In this paper we investigate a decomposition of tP into com­
ponents with respect to a spin frame, which. when the spin 
frame is chosen appropriately. may aid in the identification 
of free versus constrained components. (This identification 
will be taken up in another paper.) More explicitly. we shall 
regard tP as an element of the vector space R8. which we 

endow with a SOC 4.4) invariant metric. We call the result­

ing manifold V4,4' [The 0(3.3) representation alluded to 
above is contained in the real irreducible representation of 

SO(4,4) camedby V4,4'] We pick a V.,4 frame and resolve 
tP into components with respect to this frame. One could 
ordinarily expect that the resulting eight spin frame compo­
nents would transform as eight scalars under the Lorentz 
group. However, we originally employ a formalism in which 

four of these eight frame components comprise a Minkowski 
space-time vector, while the remaining four spin frame com­
ponents are scalars. The simple reason that we can make the 
transition from a set of four real scalars to a real space-time 
vector is because a spin frame on V 4,4 directly defines a 
space-time frame E (Jl) , and thereby provides the mechanism 
for going from scalars to vector (and back again) via 
wa = W(Jl)E(Jl) (and W(Jl) = WaE(Jl»' See Sec. III for 
details. 

In the next section we define reduced generators of the 

basic spinor representations of SOC 4,4). These generators, 
we call them tau matrices, satisfy a remarkable identity, 
which is formulated in (2.41). This identity leads directly to 
the proof of the exceptional equivalence to which this paper 
is devoted: We shall explicitly prove that there exists a one­
to-one invertible linear mapping from a pair of real Dirac 
spinors to a pair of real Minkowski space-time vectors. 

II. SPINOR REPRESENTATIONS OF SO(4,4) 

We shall construct a real reducible 16 X 16 matrix repe­

sentation of SOC 4.4) utilizing the Clifford algebra ap­
proach of Brauer and Weyl. 2 We shall see. as is in fact well 
known from the general theory, that there are two inequiva­
lent real 8 X 8 irreducible basic spinor representations D( 1) 

andD(2) of SO(4,4). We assume thatthe real spinor tPthat 
carries the spin degrees of freedom in our model transforms 
under D( 1) [although in practice. we always restrict our at-

tention to a Lorentz subgroup of SOC 4,4) ]. To construct 

this representation of SOC 4,4) we define generators uA', 
A ',B', ... = 1, ... ,8 of the pseudo-Clifford algebra C4,4 thatan­
ticommute and have square ± 1. The generators of 

SO ( 4,4) are defined, up to a constant factor of - i, as the 
commutators of the uA '. However, prior to the explicit con­
struction of a representation of the uA', it is convenient to 
first define the generators of C 3,3 , which then may be used in 
the representation of the aA·. Accordingly, let pt ++ pta b 

A.B, ... = 1, ... ,6 and a,b .... = 1, .... 8 denote six real 8 X 8 ma­
trices that generate an irreducible representation of the 
23 + 3 -dimensional pseudo-Clifford algebra C 3,3' The po{ 
verify 
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rArB + rBrA = 2gABI, 

where 

(2.1 ) 

gAB =gAB = diag(1,l,l, - 1, - 1, -1), (2.2) 

and 1 denotes the 8 X 8 unit matrix and is sometimes sup­
pressed. We shall also need 

r 7 = rlr2r3r4r5r6, 

which verifies 

r Ar 7 + r 7r A = 0 

and 

(2.3 ) 

(2.4 ) 

(r7)2=1. (2.5) 
The generators of the basic spinor representation of 

SO(3,3) are 

(2.6) 

and are fully reducible to the direct sum of two real 4 X 4 

inequivalent irreducible representations of S0(3,3) (see 
Ref. 3). 

We introduce a covariant (resp. contravariant) rank 
two spinor Uab ~ U (resp. ifb ~ u- 1 ) to lower (resp. raise) 

the SO(3,3) spinor indices a,b,c, ... as follows: We require 
that u satisfy 

(2.7) 

where the tilde denotes transpose. Then, from (2.3) we have 

r7u= -ur7, 

and from (2.6) 

MABU= _UMAB, 

whence, if ME SO(3,3), then 

Mu=uM-1, 

(2.8) 

(2.9) 

(2.10) 

so that uis invariant under SO(3,3): ul---+MuM = u. 
Ifwe set (j = (Ju, where (J = ± 1, and examine the sym­

metry properties of a set of 64 linearly independent real 8 X 8 
matrices, then we find that the 28 linearly independent real 
8X8 matrices {urA,ur7, urAr 7, UMAB} satisfy T= - (JT -- - ~ ~ 
(e.g., rAu = (JrA(j = (Jur7f = - urA, hence urA 

= - (JurA), whereas the 36 linearly independent real 8 X 8 
matrices {u, ur7 M AB, urArBrC, A < B < C} verify T = (JT. 
Since there are 28 (resp. 36) skew-symmetric (resp. sym­
metric) linearly independent real 8 X 8 matrices, we con­
clude that (J = 1, so that u is symmetric. Hence, for example, 
urA ~ uacrAcb==r:b = - rt., is skew symmetric. 

Clearly, all but one of these 64 matrices has vanishing 
trace. 

Lemma 2.1: 
tr T= 0, for TE{rA,r7,rAr7, MAB, 

r 7 M AB, rArBrC, A < B < C}, 

From (2.1) we see that (r4)2 = - 1 = (r5)2 = (r6)2, 
so that we may assume that each of these matrices is skew 
symmetric: r4 = - r\ r5 = - r 5, and r6 = - r6. Simi­
larly, since (rl)2 = 1 = (r2)2 = (r3)2, we may assume 
that each ofthese matrices is symmetric: r l = rl, r2 = r2, 
and r3 = r3. Therefore, from (2.7), u should commute with 
the skew-symmetric matrices {r4,r5,r6} and anticommute 
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with the symmetric matrices {rl,r2,r3}. Hence one possi­
ble choice for u that satisfies (2.7) is u = r 4r 5r 6. 

We prove a useful identity satisfied by the rA. 
Proposition 2.1: Let T ~ T: be an 8 X 8 matrix with the 

property that uTis symmetric, i.e., Tab = uacTcb = Too, but 
being otherwise arbitrary. Then 

Itr T= T + r A rrA + r7rr7, (2.11) 

where r B = gAB rB, and 1 denotes the 8 X 8 unit matrix. 
Proof' Since (2.11) is linear in T, we verify it in turn for 

T = I, r 7 M AB, and rArBrC, A < B < C (this set of 36 linear­
ly independent real 8 X 8 matrices verifies -;;:r = uT). We 
note that (rA) - 1 = r A' so that r A r A = 6/, and r B rArB 

= (-rArB +215~)rB= -4rA. 

(i) T=/:Itr T= 81 =1 + rAIrA + r 7Ir7 = 81. 
(ii) T = r7MAB, or equivalently, T = r Ar Br 7, A <B. 

Here, repeated use of (2.1) and (2.4) yields r crAr Br 7r C 

- 2rAr Br 7, which, when substituted into (2.11), gives 

1 tr r Ar Br 7 = 0 (by Lemma 2.1 ) 

= r Ar Br 7 _ 2rAr Br 7 + r7rArBr7r7 

=0. 

(iii) T= rArBrC, A <B < C. 

Here repeated use of (2.1) yields r DrArBrCrD = 0; hence 

1 tr rArBrC = 0 (by Lemma 2.1 ) 

= rArBrC + r7rArBrCr7 

= rArBrC - rArBrC = O. • Inordertoconciselydefinethe~ ',A',B ', ... = 1, .. ,,8, we 
introduce a new set of real 8 X 8 matrices. We define 

(2.12) 

and 

(2.13 ) 

where, as before, 1 denotes the 8 X 8 unit matrix. By direct 
evaluation we find that 

fA 'u = urA '. 

In index notation (2.14) is 

rt.: = r:~. 
In virtue of (2.1) we also find that 

~';;-B' + ~'rA' = 2IG A 'B' = rA'~' + ;;-B'~', 
where 

GA'B' _ G _ (g3,1 
- A'B' - 0 

(2.14 ) 

(2.15 ) 

(2.16) 

(2.17) 

and g3,1 = diag (1,1,1, - 1) is the metric on Minkowski 
space-timeM4 (orM 3,1 ). HereG (resp. G -I) will be used to 
lower (resp. raise) primed uppercase Latin indices. 

Turning now to the construction of the real reducible 

16X 16 matrix representation of SO(4,4) we define the 
generators~ ',A',B ', ... = 1, ... ,8 ofa real irreducible 16X 16 
representation of the pseudo-Clifford algebra C 4,4 according 
to 

(2.18 ) 
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Using (2.16) we find that the qA' verify 

--4' -11' -11'--4' GA'B' (r cr + (T u- = 2I16X16 • (2.19) 

The generators N A' B' of a real reducible 16 X 16 representa­

tion of SOC 4,4) may be defined by 

_ 4NA 'B' = [qA',qIJ']. (2.20) 

Using (2.19) repeatedly, one finds that theN A 
'B' satisfy the 

commutation relations for SO(4,4). Using (2.18) and 
(2.14) we find that the N A 'B' may be written as 

A'B' (D(I) (NA'B,) 0 ) 
N = 0 D(2) (NA'B') , 

(2.21) 

where 
_4D(1)(NA 'B') =1""';;11' -"s'-:jA' (2.22) 

and 

4.0(2) (N A 'B ') = -:jA'"s' - ;;11'1""', (2.23) 

which is the direct sum of two real inequivalent 8 X 8 irredu­

cible representations of SOC 4,4) . The two representations 
are not equivalent because, if P is a linear automorphism of 
SOC 4,4) that defines the conjectured equivalence, then 

D(2)(NA'B')P=PD(I)(NA'B'). But from (2.22), (2.23), 
(2.12), and (2.13) we find that 

and 

_ .0 (2)(N AB ) = D (I)(NAB) = M AB, 

-.0 (2)(N A7 ) =D(l)(NA7 ) = _!rA, 

.0 (2)(N A8 ) =D(1)(NA8 ) = _!rAr 7, 

(2.24) 

(2.25) 

(2.26) 

.0 (2)(N 78 ) = D (\)(N 78 ) = !r7• (2.27) 

Hence from (2.25), P must satisfy rAp= - prA. Using 
(2.3) we see that this implies that f 7p= - pr7

; but (2.27) 
demands that f7 P = pr7, and therefore P is 0, the represen­
tations are not equivalent. 

In order to prove that u is invariant under the action of 
SO (4,4) we define a covariant rank two SO ( 4,4) spinor:I 

by 

(2.28) 

Equations (2.28) and (2.20) imply that 

(2.29) 

so that :I defines a SOC 4,4) invariant bilinear form. Since 

"'-of • (0 t:rr" ') 
U = ?'u-I 0 ' 

we find that one solution to (2.28) is 

l: = (~ u~l). 
Hence both D (1) and D (2) preserve u: 

.o(1)u=uD(I)-l 

and 
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(2.30) 

(2.31) 

(2.32) 

(2.33) 

where D = D( g), ge SOC 4,4) is implicit. 
A canonical 2-1 homomorphism SO(4,4) 

.- SO(4,4), SO(4,4) 3gr+Le SO(4,4) maybedefined 
by 

16L A'B' = tr N-1qA'NuB" 

whereL+-+LA'B' and 

(
D(l)(g) 0) 

N=N(g) = 0 D(2)( g) • 

(2.34) 

Because Le SO(4,4), the metric G of (2.17) is invariant 

under automorphism by SOC 4,4) : G .-lGL = G, 

LA 'c' G A 'B,L B'D' = GC'D" (2.35) 

Using (2.20) and (2.34), we find that under the action of 
SO(4,4) 

(2.36) 

Of course, we may also deduce this relationship using the 
fact that the L A 'B' qIJ' satisfy the same anticommutation re­
lations as the qA', and the fact that there is only one irreduc­
ible representation of degree 16, up to equivalance. 

Using (2.18) in (2.36) we find that, under the action of 
SO(4,4) , 

(2.37) 

and 

L A' -=B' -D- -=-I'D 
B'" - 2T l' (2.38) 

where D = D( g) is again implicit, with L given by (2.34), 
andD (I) = DltD (2) = D2• Byrightmultiplicationof(2.37) 
by Tc ', and left multiplication of (2.38) by 'T'c" and then 
summing the resulting expressions, we find that 

A' 1--4'- 1 - -=-I' 2IL C' =D 1- T D z- Tc' + 'T'c' D;:r Dl' (2.39) 

Taking the trace over spinor indices yields 
A' - -=-I' 8L B' = tr D 2r- D 1'T'B" (2,40) 

since 

t D -I-A'D- -1- t D -1--4'D- -1- -1 r 1 r- 2 'T'B' = r u. 1 r- 2 'T'B'U 

= tr'T'B,.o2-:jA'D). 
1""0..1 

If Tr+DITDll = T' under SO(4,4), and uT=uT, 
then by (2.32), ';?f' = uT'; the symmetry property 

T ba = Tab is preserved under the action of SOC 4,4) . More­
over, from (2.37) and (2.38) we see that the 'T' matrices are 
numerically invariant under combined SOC 4,4) and 
SOC 4,4) transformations. For example, 1"'" 
= L A 'B ,D1".s '.02' This observation leads us to prove, analo-
gous to (2.11), the following proposition. 

Proposition 2.2: If T is any 8 X 8 matrix satisfying 
d¥ = uT and transforming according to Tr+Dl TD )- I un­
der SOC 4,4) , then 

TA,T1"'" =Itr T. (2.41 ) 

Proof: From (2.11)-(2.13), we have 
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TA,T-rA' = - rAr7]TAr7 + r7]T7 + T 

= (r7]T7) + r A (r7]T7)rA + r7(r7]T7)r7 

= ftr r7]T7 = ftr T. 

Equation (2.11) is applicable because 
(ur7]T7) T = ur7]T7. • For completeness we prove the following proposition. 

Proposition 2.3: Let D (\)(N A 'B') = D{B' and 
D (2)(N A'B') = DrB'; then 

- A 'B' C' 4D- A 'B' 1"c,D I 1" = - 2 

and 

D- A'B'-C' - _ 4D A'B' 1"C' 2 1" - I' 

Proof Using (2.16) we find that 

Tc,D{B' = -DrB'Tc' +c5~:;;-A' -c51::;;-B' 

and 

(2.42) 

(2.43 ) 

(2.44) 

D{B'1"C' = -1"C,D/'B' +c51::~' -c5~:-rA', (2.45) 

Right multiplication of (2.44) by 1"c' and summing over C I 

yields (2.42); right multiplication of (2.45) with TC
' and 

summing gives (2.43). • 

Under SO(4,4), using (2.37), (2.38), and (2.35), we 
find that 

or 

TA, (DITD 1-1)-rA' = D 2-
ITA, T-rA'D2. 

If:;r = uT, then using (2.41) we find that D 2- ITA' T-rA'D2 
= f tr T = TA' T-rA " and hence 

TA' (DITD 1-1)-rA' = TA,T-rA', (2.46) 

when ';;T = uT. We shall return to this relationship in the 
next section. 

III. EXCEPTIONAL EQUIVALENCE 

In this section we shall use the identity of Proposition 2 
to provide a geometrical interpretation of the spinor 1/1 intro­
duced in Sec. I, which is, in fact, a statement of equivalence 
of two real Dirac spinors, and a real space-time vector plus 
four real scalars. 

Let V 44 denote the real pseudo-Riemannian space ob­
tained by endowing]R8 with the SOC 4,4) invariant metric u 
of the previous section. We assume that V 4,4 carries the real 
irreducible representation D (I) of SOC 4,4) . Hence 1/Je V 4,4 

is a real eight-component (reduced) SOC 4,4) spinor of the 
first kind. 

We pick a real (constant) spinor Je V 4,4 normalized so 
that 

JuJ= 1, (3.1) 

but being otherwise arbitrary, and define a real 8 X 8 matrix 
Tby 

T=JJu. 

We note that 
~ 

uT=uT, 
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(3.2) 

(3.3 ) 

and 

tr T= 1, (3.4 ) 

the latter property following from tr T = tr JJu = JuJ = 1. 
For later use we remark that 

Ju-rA 'TB.J = c5f, 
which is a consequence of the fact that 

Uu-rA'TB.J = 2( Ju-rA'TB' J)T = U'¥B,-:rA'UJ 

= UU1"B,;;-A 'J [using (2.14)] 

= Ju{-rA'TB, + 1"B,;;-A '} J 

= 2c5~:JuJ= 2c5f. 

(3.5) 

We substitute (3.2) into (2.41) to obtain a resolution of 
the identity on V 4,4 : 

f = TA .JJu-rA'. (3.6) 

Here we have used the facts that uT = uJJu is symmetric, 
and tr T = 1. From (2.46) we see that this resolution is pre­
served under the action of D (I) of SO ( 4,4) . 

We may obtain a revealing geometrical interpretation of 
our spinor 1/1 as follows: Let 1/Je V 4,4 be arbitrary; then using 
(3.6) we consider 

1/1 = II/! = (TA .JJ~ ')1/1 = TA .J(Ju-rA '1/1), 
that is 

1/1 = TA, JZA', 

where 

Z A' = Ju-rA '1/1 = ~u;;-A' J. 

(3.7) 

(3.8) 

In order to physically interpret this result, we restrict 

our attention to a SO(3,1) C SO(4,4) subgroup. Under 
this restriction 1/1 decomposes into the direct sum of two real 
four-component Dirac spinors. The Z A' comprise a real 
space-time vector za, and four real scalars {Z5,Z6,Z7,Z8} 
under this restriction. Then (3.7) gives the vector and scalar 
components of 1/1 with respect to the V4,4 frame {TA.J, 
A I = 1, ... ,8}, these components being given by (3.8). 

On the other hand, suppose that we are given quantities 
Z A " and use them to define a spinor 1/Je V 4,4 according to 
(3.7). This map is clearly onto, since an arbitrary 1/JeV4,4 is 
the image of a Z A' given by (3.8). In fact, the map (3.7) is 
the inverse map of (3.8). To see this we substitute for 1/1 from 
(3.7) into (3.8), and obtain an identity: 

ZA' = Ju-rA'1/I =J~'(TB.JZB') = zB'Ju-rA'TB.J 

= ZB'c5~: [using (3.5)] = ZA '. 

Therefore we find that the maps (3.7) and (3.8) define a 
one-to-one invertible linear correspondence between 

SO(4,4) spinors 1/1 and the quantities ZA'. [Using (2.37) 
one can easily show that the Z A' do not transform as a 
SO ( 4,4) vector. Instead the Z A' may be seen to comprise a 
SOC 3,4) vector-scalar pair.] This relation is simply a state­
ment of Cartan's principle oftriality.4-61t is a special case of 
the well-known equivalence ofK8 vectors and spinors.4-8 

We emphasize that the relations (3.7) and (3.8) are of 
importance in their own right. They assert the equivalence of 
1/1 and Z A'. If we restrict our attention to 
0(3,1) C SO(4,4), this is a statement of the exceptional 
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equivalence of a pair of real Dirac spinors (i.e., rP) and the set 
of real 0(3,1) tensors {za ,zS,Z6,Z7 ,z8}. 

We may state this exceptional equivalence in a slightly 
different fashion. Let us write the spinor Je Y 4,4 that gives 
rise to the Y 4,4 frame {1: A' J} in a form in which the decom­

position of SO ( 3, 1) c SO ( 4,4) into a direct sum of irre­
ducible 4 X 4 representations is explicit: 

(3.9) 

HereA. and S are real four-component Dirac spinors; S trans­

forms inversely to A. under SO( 3, 1) . Since IqJ = 2SA. = 1, 
as is well known, J determines an orthogonal space-time 
frame E (1') given byl 

E(l) = 2Sr"A., (3.lO) 

E(2) = 2Sr"rA., (3.11) 
E(3) = na 

- ma
, (3.12) 

and 

E(4) = ma + na
, (3.13) 

where 

ma = - sr"E-1€ (3.14) 

and 

na =lEr"A.. (3.1S) 

Here, the r" and r are the usual Dirac matrices (in a real 
representation), and E is the symplectic form on Dirac space. 
With the space-time tetrad so defined, we can take the sca­
lars Z 4 + I' and form the vector 

W a -Ea Z4+1' 
- <I') • 

TABLE I. The yeB matrices. 

(

0 0 

23 _ 0 0 
r - 0 1 

1 0 

(3.16) 

r31 =( ~ ~ 0 
-1 0 0 
010 

r64 =( ~ -1 
o 

o 
o 0 
o 0 

-1 0 

We may accordingly reformulate the exceptional equiv­
alence of rP and Z A' as the following theorem. 

Theorem: There exists an exceptional equivalence of a 
pair of real Dirac spinors and a pair of real Minkowski space­
time vectors. 

Corollary: There exists an exceptional equivalence of a 
complex Dirac spinor and a complex Minkowski space-time 
vector. 

IV. CONCLUSION 

It may be of interest to compare the spinor decomposi­
tion (3.7) with the realization of a Dirac spinor as it appears 
in the Dirac-Kahler formalism,9-13 namely, as a differential 
form that is defined as follows: Let ; be a Dirac spinor and \11 
be a 4 X 4 matrix whose first column is ; and whose other 
matrix elements are 0 (more generally, one may take the 
columns of \11 to be artibrary Dirac spinors). It is customary 
to assume that \11 is an element of the (in general, complexi­
fied) Clifford algebra generated by the r" (see Refs. 11-13). 
Accordingly, \11 may be expanded as a linear combination of 
a linearly independent basis of this 16-dimensional Clifford 
algebra. We shall define a convenient basis in terms of r 0' the 
4 X 4 unit matrix, and Dirac's yAB matrices.3,14 

Let yAB = - yBA, A, B, ... = 1, ... ,6, be defined as in Eqs. 
(12) -(14) of Ref. 3, this representation being given explicit­
ly in Table I. As is well known, -! yAB are the generators of 

a real4X4 irreducible representation of SO(3,3). More­
over, the { ro, yAB} comprise a linearly independent basis for 
the Clifford algebra generated by the r"==~. 

-D 

D 

Clearly, any 4 X 4 matrix rP admits a decomposition 

\11 = rPoro + ! rP AB yAB, (4.1 ) 

-1 

( 

0 

r12= ~ : j D 
: -~ D 

rI4=( ~ 
-1 

o 
r24=( ~ 

-1 

~ -~ -~) 
-1 0 0 

o 0 0 
-~ ! D 

(

-1 0 

25 0 1 
r = 0 0 

o 0 
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o 0) o 0 
-1 0 

o 1 
-! -~ D 

r
36 =( ~ -1 

o 

o -1 0) 
- ~ ~ - ~ 
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where the 16 {"'O''''AB} are, in general, complex functions on 
space-time given by 

4"'0 = tr \{I ( 4.2) 

and 

4"'AB = tr \{IrAB' (4.3) 

It should be clearly understood that the expansion (4.1 ) can 
be formulated for any 4 X 4 matrix, regardless of its particu­

lar transformation properties under SO(3,1) (such as an 
electromagnetic field tensor, a r matrix, an energy momen­
tum tensor, a matrix whose columns are Dirac spinors, and 
so forth). As such, the coefficients "'AB do not possess, in 
general, any simple transformation properties under 
SO(3,1} . 

Let us consider the case that the columns of the 4 X 4 
matrix \{I are Dirac spinors. In this case one sometimes 
writes the expansion (4.1) as ll

•
12 

\{I = "'oro + "'a ya + ! "'apyaP 
+ tPayar + tPor, (4.4) 

where ya = ya6, r = r 6, yar = yaS, "'a = "'a6' tPa = "'as' 
and tPO="'S6' Since under the action of SO(3,1}, 
\{I _ \{I' = S'II, SE SO(3,1}, and not \{I _ S'IIS -I, the "'a 
cannot be the components of a four-vector. Nevertheless, 
some authors associate with \{I a differential form 
"'0 + "'a dxa +! "'ap dxa /\ dxP + .. , in spite of the fact that 

"'a d~ has no SOC 3, I} invariant meaning. Equation (4.4) 
does not express the equivalence of a Dirac spinor with a set 
of space-time tensors, and should not be confused with the 
exceptional equivalence of (3.7) and (3.8). 

We conclude this paper by giving a concrete real irre­
ducible representation of the tau matrices. Let 

r8 = rs = I = (~ ~), 
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and rt' = - ~', for A' = 1, ... ,7. We set 

Put 6 = 1',5 = 2', and 4 = 3'. For h,j, k = 1,2,3, we define 

and 

...lJk'. (0 
t:. )r} = 1"k' _1"k') 

o . 
With 

one may readily verify that this concrete representation of 
the tau matrices satisfies the defining relations (2.14) and 
(2.16), 
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The relationship between the hypersurface-homogeneous slicing of an exact power law metric 
space-time and slicings adapted to spatial self-similarities is discussed in a group theoretical 
setting. 

Exact power law metrics, recently introduced by 
Wainwright) and generalized by Jantzen and Rosquist2 are 
four-dimensional space-time metrics possessing a transitive 
group of homothetic motions3 or "similarity transforma­
tions." These metrics arise naturally in the qualitative analy­
sis of the general relativistic dynamics of spatially homogen­
eous and spatially self-similar space-times as singular points 
of a Hamiltonian system of ordinary differential equations 
for conformally invariant variables.4 Starting with a spatial­
ly homogeneous or spatially self-similar space-time, the exis­
tence of a homothetic Killing vector field not tangent to the 
orbits of the three-dimensional symmetry group leads to a 
simply transitive similarity group of the space-time. The 
most familiar class of such space-times is the Kasner solu­
tion, S an exact solution of the vacuum Einstein equations 
that plays an important role as an asymptotic solution dur­
ing certain phases of the evolution of more general spatially 
homogeneous or spatially self-similar space-times. 

The simply transitive case may be treated in exactly the 
same way as the space-time-homogeneous metrics studied 
by Ozsvath6 and Farnsworth and Kerr.7 The space-time 
manifold may be identified with the four-dimensional mani­
fold of the symmetry group and the group action with the 
natural left action of the group on itself by left translation. 
The isometry group of the space-time is necessarily a three­
dimensional subgroupB acting simply transitively on its or­
bits, a family of three-dimensional hypersurfaces that are the 
right cosets of the isometry subgroup. The space-time is 
therefore hypersurface homogeneous9 and admits a pre­
ferred slicing, namely by the family of orbits of the isometry 
subgroup. The object of this paper is to discuss other possible 
adapted slicings of such space-times, namely by the orbits 
(right cosets) of nontrivial three-dimensional similarity 
subgroups, when they exist. These subgroups are related to 
the original isometry subgroup by a certain family of Lie 
group deformations. The relationship between these various 
subgroups provides a group theoretical procedure for find­
ing the hypersurface-homogeneous slicing of the space-time 
associated with a spatially self-similar exact power law met-
ric. 

Let H4 be the similarity group with Lie algebra h4 ofleft­
invariant vector fields. Let h4 be the Lie algebra of right­
invariant vector fields, the generators of the left action of H 4 

on itself by left translation, and let {ea } and {ea } be bases of 
h4 and h4, respectively, which agree at the tangent space at 
the identity of the group. Let the dual spaces h : and h : be 
identified with the spaces of, respectively, left-invariant and 
right-invariant one-forms on H 4, and let {ma} and {iVa} be 
the respective dual bases defined by ma (ep) = 6a p 
= iVa (ep), where Greek letters run from 1 to 4. Both {ea } 

and {ea } are global frames on H 4 • One has 

[ea,ep] = CYaPey, [ea,ep ] = - CYaPey , 

[ea,ep ] =0, 

dma = - !Capyetl AmY, 

d-a _ IC a ...,8 A -y m - 2 pyaT f\ m . 

The similarity condition on the Lorentz metric g 

£0 g= 2fag, 
a 

(1) 

(2) 

where fa are constants, not all of which vanish if H4 is a 
nontrivial similarity group as assumed, defines a nonzero 
right-invariant one-form f = fa iVa. From the identity 
£[X,Yl = [£x,£y], one immediately derives the conditions 

fr.C apy = 0, (3) 

which has the following consequences for the one-form! 

d/= !facapywP A iVy = 0, 
(4) 

The first relation shows/ to be a closed one-form and, in the 
case in which H4 is simply connected, exact as well. The 
second relation showsf to be invariant under the coadjoint 
representation of h4 on ;,: and since ;'4 generates the left 
translations,fis left invariant and hence bi-invariant. Since 
ea and ea coincide at the identity of the group,f has the same 
components in either basis 

f=/aiVa =fama 

Eh:nii:={ramalracapy=o, (ra)ER4
}. (5) 

One can always choose the basis so that /a = ~ a' in 
which case C 4py = 0 and the only nonzero structure con­
stant tensor components are of the form C' be and C' 4b' 

where Latin indices run from 1 to 3, leading to the relations 
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£. g = 0, £. g = 2g , . . (6) 

and 

p~O,eb] = - CCobec , (7a) 

[e4,eo] = - Cb
4a eb . (7b) 

Thus the {eo} span an isometry Lie subalgebra to which the 
vector fields [e4,eo] belong, while bracketing by e4, already 
an inner derivation of the Lie algebra 84' becomes a deriva­
tion of the Lie subalgebra ;'3 = span{eo }; let G3 be the sub­
group of H4 that corresponds to this Lie subalgebra. One can 
add any linear combination of the vector fields {eo} to e4 

without changing (6), while (7b) changes by the addition of 
an arbitrary inner derivation of the Lie subalgebra 83' 

[e4 +yec ,eo] = - (C b
4a +yCCbca)eb . (8) 

The essential part of the matrix (C" 4a ) is therefore equiva­
lent to an outer derivation of 83' Recall that the space of 
outer derivations of a Lie algebra is the vector space quotient 
of the Lie algebra of derivations of that algebra by the Lie 
subalgebra of inner derivations of that algebra (adjoint 
transformations) . 

If we assume H4 is simply connected, then the closed bi­
invariant one-form f = @4 is exact and therefore @4 = d~ 
(which implies e~ = e~ = 1 by duality). The integral sub­
manifolds of@\ namely the hypersurfaces ~ = ~(O)' are ex­
actly the orbits of the action of the isometry subgroup G3, 

namely the right cosets of G3 in H 4• Note that @4 is also 
invariant under the basis transformations e4 __ e4 + yO ea, 
which leave (6) invariant. 

Except for a few special cases discussed by Eardley,S a 
space-time metric g with a similarity group is always confor­
mally related to a metric that is invariant under the similar­
ity group 

g = e2"'g(0)' £eag(O) = O. (9) 

From (6) one has e4 tP = 1, eo tP = 0, so one may assume 
tP = ~. The metric g (0) is space-time homogeneous and is a 
left-invariant metric on H 4, which therefore may be ex­
pressed in the left-invariant frame {ea } with constant com­
ponents 

g(O) = g(O)a/Jwa 
® of1, d(g(O)a{J) = 0 . (10) 

Suppose one considers the change of basis of ;'4' 

where the ba are constants satisfying 
bcccob = 0, 

bc C c
4 [a bb 1 = 0 . 

A simple computation shows that 

[&a,&b] = - (CCab - CC4[a bb I)&C' 

[&4'&0] = - Cb
4a&b , 

d? = - ba ca4b0.4 /\jjb, q4 /\dq4 = 0, 

£t.g= 2bag· 

(lla) 

(11b) 

(12a) 

(12b) 

( 13) 

Thus the {&a} generate a three-dimensional similarity sub­
group H3 whose three-dimensional orbits (right cosets) are 
the integral submanifolds of the one-form q4' This new slic-
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ing of the space-time is adapted to a "hypersurface self-simi­
larity" of the metric, the natural generalization of Eardley's 
term "spatial self-similarityS" to the case where the causal 
nature of the hypersurface is arbitrary. 

The space 

gfnM' = {Ya@aIYcccab = 0, (Ya )ER3} (14) 

(when its elements are restricted to the subgroup G3 ) is the 
space of closed or equivalently bi-invariant one-forms on the 
subgroup G3 , or equivalently, the subspace invariant under 
the co-adjoint representation of G3 on the dual space to 83 or 
g3' Since e4 acts as a derivation of the Lie subalgebra83' with 
matrix ( - C" 4b ), it maps the space gfn M' into itself, easily 
verified by an application of the Jacobi identity. The condi­
tion (12b) is equivalent to the requirement that (ba ) be an 
eigenvector of the matrix (C" 4b ): 

(15) 

This guarantees that ba@o remain bi-invariant under the Lie 
algebra deformation (1Ia) of 83 into ;'3' When the eigenval­
ue () is zero, then q4 is also bi-invariant on H4, and, assuming 
simple connectivity, also exact. 

The classification offour-dimensional similarity groups 
H4 for a fixed isometry subgroup G3 is equivalent to a de­
scription of the quotient space of the space of outer deriva­
tions of 83 by the natural action of the automorphism group 
of 83' In more explicit terms this classification is just a de­
scription of the equivalence classes of derivation matrices 
(C" 4b ) under the combined action of the group of matrices 
that leave invariant the structure constant tensor compo­
nents C" be and the addition of adjoint matrices associated 
with these structure constant tensor matrices 

ca
4b 

__ A acA - Id
b 

(CC
4d 

+ yecced ) , 

A a Cd A - If A - Ig - ca 
d fg b c- be' 

(16) 

The isometry subgroups G3 may be classified according 
to the Bianchi-Behr classification. 1O Only nonsemisimple 
groups G3 (of Bianchi types I-VII) admit nontrivial spaces 
gfn M'; similarly only these types of groups may act as non­
trivial self-similarity groups H 3• Suppose one has a spatially 
self-similar exact power law metric space-time with spatial 
self-similarity group H3 and simply transitive similarity 
group H4. Knowing the Lie algebra structure of H4 one can 
work backward from (13) to find the Killing vector fields 
and hence the slicing by homogeneous hypersurfaces. The 
inverse of the transformation (11) then describes the rela­
tionship between the original spatial self-similarity group 
and the isometry group, which are connected by a family of 
self-similarity subgroups. Anyone of these subgroups of H4 
may be used to slice the space-time; clearly the isometry 
group is the preferred member of this family of subgroups. 

To make this discussion more concrete, it is worth ex­
amining an explicit example. Consider a spatially self-simi­
lar exact power law metric expressed in coordinates adapted 
to the orbits of a Bianchi type VIh subgroup H3 of the full 
isometry group H 4-R

4 on which {X\X2,x3,A.} are taken to 
be global coordinates. ll Using the logarithmic time variable 
A. = In t, where t is the usual cosmic time function, and the 
symbol ea 

b for the 3 X 3 matrix whose only nonzero entry is 
a 1 in the b th row and ath column, this metric has the form 
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4g= _ 04®04 +l5ab oa®Ob, 

0 4 = eb"> dt = I' + bx' dA , 

(oa) = e(A + b"»1 + p(O)(o") , (17) 

(0") = [exp{[ (s - 1)A. - ax3 ]r3
) + (qA. - x3)kn 

+ Me', + Ne',J (~). 
where 

1(3) = diag( 1,1,0), 13(0) = diag(.B ~O),/J ~O),/J ~O) ) , 

k~ = - qO(el
2 + e2

1) . (18) 

The quantities {P (0) ,s,q,M,N;a,qo;b} are constants and 
h = - a2qo- 2 is the group parameter specifying the Bianchi 
type of H 3, while {O' a ,dA.} are a basis ofleft-invariant one­
formsonH4 • 

The left action of the subgroup H3 on H4 is generated by 
the right-invariant vector fields 

{€1'€2'€3} = {al,a2,a3 + a(xl al + x2 a2) 

- qo(x2 al + Xl a2)}, 

which satisfy the final relation of (13) with ba = M3 a' Note 
that € I and € 2 are Killing vector fields and, when b =/:- 0, € 3 is a 
homothetic Killing vector field. The remaining linearly in­
dependent right-invariant vector field is associated with the 
transformation 

(xl,x2 ,x3 ,A.) 

~ (xle(aq - (5-1»)" x2e(aq - (S-I))',x3 + q~,A. +~) . 
(19) 

under which the metric scales by the constant factor 
e2 ( I + bq)'. When 1 + bq = 0, this is an isometry subgroup 
generated by the vector field 

€4=aA +qa3 + [aq- (s-l)](xl al +X2a2), (20) 

and {€1>€2'€4} span the Killing Lie algebra (a Lie algebra of 
Bianchi type V, see below) and are tangent to the slicing of 
the space-time by the orbits of the isometry group. When 
1 + bq =/:- 0, correcting for the scale factor so that the gener­
ator €4 of this one-parameter similarity subgroup satisfies 
( 6), one has instead 

€4 = (1 + bq) - I{a A + q a3 

+ [aq - (s - 1)] (Xl al + x 2 a2 )} , (21) 

and consequently 

0-4 = (1 + bq)dA. = 0'4 . (22) 

The Lie brackets of the right invariant basis vector fields are 
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[€3,€d = a€1 - qri2 , 

[€1>?21 = O. 
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(23) 

These completely determine the Lie group structure of the 
simply connected group H 4, once the identity of the group is 
specified as the point that is the origin of coordinates. The 
one-forms {o" } defined by ( 17) and (22) are the left-invar­
iant one-forms dual to the left-invariant basis {Sa} associat­
ed with {€ a}. In terms of them the metric can assume the 

form (9), (10) with '" = A. + bx3
, (g (O)ab) = e2IJ

(O) and 
g(O)4a = -154a • Expressed in language more familiar in 
general relativistic discussions, the one-forms {~} are in­
variant under dragging along by the vector field €4' which 
generates the slicing of the space-time from the initial hyper­
surface H3 CH4 by dragging along. 

The derivation matrix (C' 4b) = (1 + bq) -I 
X [aq - (s - 1)] 1(3) is invariant under the matrix automor­
phism group of the Lie algebra h3 of H3• For all values of h 
except h = - 1, which corresponds to the special Bianchi 
type III, one has 

h 1n h 1 = {rawa = B dx31 (ra) = (O,O,B), BeR} (24) 

since w3 = (;)3 = dx3
• Here r a C' 4b is identically zero for 

these one-forms, which are therefore also bi-invariant as 
one-forms on H 4• 

The transformation inverse to (11) with ba replaced by 
ra leads to another exact bi-invariant one-form on H 4 : 

(;)4 = 0-4 + BQ-3 = d(A. + Bx3
) = Jl , 

(25) 

Expressing the metric in terms of I leads to a form adapted 
to the action ofthe new homothetic subgroup H3 of H 4: 

04=tl+bx'(dI-Bdx3 ) , 

(oa) =/x+bx')I+p(O)(exp{[(s_l)I _ax3 ]1(3) 

+ (qI -x3)kn + Me3
2 + Ne\) (~::), 

dx3 

b = b - B, a = a - B(s - 1) , 

qo = (1 + qB)qo, q = q(1 + qB)-I, 

h= _a2~. 

(26) 

By choosing b = 0, one obtains the slicing by the isometry 
subgroup, which may be a group of Bianchi type VIii 
(h =/:-0, - (0), Vlo (qo=/:-O, a = 0), V (qo = O,a=/:-O), or I 
(qo=O=a). 

For Bianchi type VL I = III, setting a = 1 = qo, one 
has instead 

h 1n h 1 = {rawal (ra) = (&6',&6' ,B)eR3
} (27) 

and the automorphism group may be used to reduce (ra ) to 
the form (1,1,0). In this case a second linearly independent 
eigenvector of (C" 4b ) exists, namely (1, 1,0) with eigenval­
ue ()= (1 +bq)-I(q-S+ 1), corresponding to the one­
form 0'1 + q2 = e - (q -. + I)A d (Xl + x 2 ), which is bi-invar­
iant when restricted to the subgroup H 3, where A. = O. One 
therefore has the option of considering the transformation 
inverse to (11) with ba replaced by (&6',&6' ,0), leading to an 
example in which (;)4 is not bi-invariant when () =/:-0. 
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The most degenerate representation matrix elements of finite rotations of 
SO(n - 2, 2) 
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Vsing a technique of Strom and Boyer [S. Strom, Ark. Fys. 33, 465 (1966) and C. P. Boyer, J. 
Math. Phys. 12, 1599 (1971) ], the matrix elements of finite rotations of the group SO (n - 2, 2) 
have been computed in the most degenerate principal series of continuous representations. 

I. INTRODUCTION 

The problem of calculating unitary irreducible repre­
sentation (VIR) matrix elements of finite rotations of com­
pact and noncompact rotation groups has attracted consid­
erable attention during the past several years, and a number 
of papers l

-
18 have already appeared on the subject. How­

ever, most of these papers concern either the compact groups 
SO(n) or the noncompact groups of the Lorentz type 
SO(n - 1, 1) only; the more general cases SO(p, q),p, q>2, 
usually have not been considered in this context. In a pre­
vious paper,19 the author therefore focused his attention on 
the simplest of these groups, viz. SO(2, 2), and obtained the 
matrix elements of its finite rotations in a general VIR. It 
was possible to do this in a relatively simple manner by using 
its isomorphism with the direct product 
SO (2, I) ® SO (2, 1), and a trick of Friedman and Wang. 8 

As no such isomorphism obviously exists for the higher 
groups SO(n - 2, 2), n>5, other means have to be em­
ployed for them. Although the general case of an arbitrary 
VIR of SO(n - 2, 2) appears somewhat intractable at the 
moment, a technique of Strom20 and Boyer l for the special 
class of "most degenerate" representations [which they use 
for SO(3, 1) and SO(n, 1), respectively] is found to be ap­
plicable in the case of these groups also. We prove this in the 
present paper by explicitly calculating, by this method, the 
matrix elements of finite rotations of SO(n - 2, 2) in the 
most degenerate principal series of continuous representa­
tions. Let us recall here that by a "most degenerate" repre­
sentation, we mean one that is labeled by just one index, i.e., 
all the Casimir operators of the group vanish in such a repre­
sentation except one that is just the Laplace-Beltrami opera­
tor.22 We start by obtaining a particular realization of a set of 
representations ofSO(n - 2, 2), which we identify with the 
most degenerate principal series of continuous representa­
tions as described by Limic, Niederle, and Raczka. 23 The 
action of operators of these representations on the general 
element of the function space (on which these operators 
operate) is then explicitly obtained. It is only then that the 
actual calculation of the required matrix element is carried 
out. 
II. THE REPRESENTATIONS TU OF SO(n - 2, 2) 

Consider the Minkowski space M,. _ 22 spanned by the 
points 

x == (XI' X 2, ••• ,x,.) = (Xi) 

(Latin indices i,j, k, etc. take on the values from 1 to n) and 
having metric 

r= (X,X)1/2= (xi +x~ + ... +X~_2 -X~_I _X~)1/2. 

Let BCT be the space of functions J(x) given on the cone 

C,._22: r = 0, 

in M,. _ 2 2 , and such that (i) J(x) is infinitely differentiable 
at every point of the cone; (ii)J(x) is homogeneous in x, of 
degree 0', i.e., 

J(ax) = a'l(x), for a>O; 

and (iii) J(x) is even in x, i.e., 

J( -x) =J(x). 

Now, ifJis an element of ~ andgeSO(n - 2, 2), i.e., g is 
an orthogonal transformation in Mn _ 2 2' with det g = 1, 
then it is immediate that/g also belongs to ~, where 

h(x) =J(g-IX ). (1) 

Hence 

(SCT(g»J = /g 

defines a (linear) operator 

SCT(g): BCT _BCT 

on ~. It is easily verified that the set 

{SCT(g), ge SO(n - 2,2)} 

forms a representation of SO( n - 2, 2) in the space ~ . 

(2) 

Consider now the (n - 2) -dimensional hyperboloid 
S n _ 3 I (of one sheet) spanned by the (n - 1) -tuples of real 
numbers 

(Sl> S2' ... ,Sn-I) = (Sa) 

(Greek indices a, p, y, etc. take on the values from 1 to 
n - 1), satisfying 

(3) 

For the sake of convenience, we shall denote the points of 
Sn _ 3 I by primed Greek letters such as S', rl', t', etc.; thus 

S' = (Sa) = (SI' S2"" ,Sn-I)' 
where the Sa satisfy (3). LetDOO (Sn _ 31) be the set ofinfi­
nitely differentiable functions on Sn _ 3 I . 

We now associate with each functionJ of ~ , a function 
F == QJ of DOO (Sn _ 3 I) by the rule [note that 
(Sa)eSn-31=}(sa,1)eCn_22] 

F(s') == F(sl' S2' ... ,Sn - I) = l(sl' S2' ... ,Sn - I' 1). 
(4) 

In other words, Q is a mapping 

Q: BCT _D ""(S,._31) 
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defined by (4) with F = Qf 
Now homogeneity offe Ir implies that, for Xn > 0, 

f(x l , X2, ... ,xn) 

=X~f(~'~'''.' Xn
_

1 ,1) 
Xn Xn Xn 

U (XI x2 Xn - I ) =xnF -,-, ... ,--, (5a) 
Xn Xn Xn 

whereF= QJ, as 

(Xl> X2, ... ,xn )eCn - 2 2 

(
XI X2 Xn_ l ) S 

~ -,-, ... ,-- e n-31' 
Xn Xn Xn 

Similarly, for Xn < 0, 

f(xl> X2, ... ,xn) 

UI'( XI X2 Xn - I 1) = ( - xn) J - -, - -, ... , - --, -
Xn Xn Xn 

Ul'( XI X 2 X n _ 1 1) = (-xn)J -,-, ... ,--, 
Xn Xn Xn 

UF(XI X2 Xn_ l ) = (-xn) -,-, ... ,-- , 
xn Xn Xn 

(5b) 

where we again have F = QJ, and evenness of the function 
f(x) has been used. 

Thus each Fe D"" (Sn _ 3 I) uniquely determines, ac­
cording to the rules (5a) and (5b), the feb U such that 
F = Q/; we express this by saying thatf = Q -I F. Note that 
we encounter some difficulty in the rules (5a) and (5b) 
when Xn = 0; however, this can be overcome, as shown by 
Bander and Iztykson24 and mentioned by Boyer and Arda­
lan,2s by adding to Sn _ 3 I extra points at infinity, i.e., by 
compactifying Sn _ 3 I by adjunction of a surface at infinity. 

We thus see that there exists a one to one correspon­
dence between BU and D"" (Sn _ 3 I ), and therefore, opera­
tors of the representation SU (g) lead to operators of the rep­
resentation 

TU(g) = Q(SU(g»)Q-I (6) 

in the function space D"" (Sn _ 3 I ). 

III. RELATIONSHIP OF TfT TO THE REPRESENTATIONS 
~~22 OF LNR 

The best way to find the values of u for which the repre­
sentations T U are unitary and irreducible is by relating them 
to the representations C ~ ~ 22 of Limic, Niederle, and 
Raczka23 (we denote them by LNR), which we now do. Let 
o be the Laplace operator 

a 2 a 2 a 2 a 2 a 2 

0=-+-+···+-------
axr ax~ ax~ _ 2 ax~ _ I ax~ 

in the space Mn _ 22' If we consider 0 inside the cone 
Cn _ 22 ,i.e.,for 

r == (x,x) 1/2 > 0, 

and introduce some polar coordinates 

(r, 01, O2, ••• ,On _ I ) 
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in Mn _ 2 2 such that 

Xj = r®j(Oh O2,,,, ,On_I), i= 1,2, ... ,n, 

then 0 can be written as 

0= _l_i. (r"-I i.) + ~ 00' 
r"-Iar ar r 

where 00' the Laplace operator over the hyperboloid r = 1, 
is a differential operator in the angular variables {Oa}' (This 
can be easily seen by writing 0 = div grad and then using for 
divergence and gradient, the expressions in orthogonal cur­
vilinear coordinates in Mn _ 22' which are immediate gener­
alizations of the corresponding expressions in R3.) Suppose 
now that f(x) is an even homogeneous function of 
xe Mn _ 22' of degree u, and satisfies Of = O. Then, by ho­
mogeneity, 

f(x) =f(r·(x/r») = ~f(x/r) = ~/(Oa) 
for some function/of the angular variables {Oa}' Hence 

0= of=J:-l_~(r"_I~~) + ~ 00/ 
r"-I dr dr r 

~J:u(n + u - 2)~-2 + ~-200/= O. 

~ 0 0 /= - u(n + u - 2)/. 

This proves the following statement. 
Statement (A): Iff(x) is an even homogeneous function 

of degree u and satisfies Of = 0, thenf(x/r) is an even ei­
genfunction of 00 corresponding to the eigenvalue 
-u(n+u-2). 

Next, it can be checked that 00 commutes with the ele­
ments ofSO(n - 2, 2), i.e., if S belongs to the hyperboloid 
r= 1 and 

L(g)F(s) = F(g-IS), 
then 

ooL(g) = L(g)oo' 

As L (g) obviously transforms even functions into even func­
tions, we get the following statement. 

Statement (B): An even eigenfunction of 00 correspond­
ing to a given eigenvalue is transformed by L (g) into an even 
eigenfunction corresponding to the same eigenvalue. 

Now, just as in the case of SO(n) (see Ref. 26) and 
SO(n - 1, 1) (see Ref. 27), the representations TU of 
SO(n - 2, 2) are equivalent to the representations ~ ob­
tained as follows: First, let fIlu be the set of even homogen­
eous functionsf(x) of degree u such that Of = O. Next, we 
introduce a bit of notation: we use unprimed Greek letters S, 
7],;, etc. to denote points of Mn _ 2 2 that lie on the hyperbo­
loid r = 1; thus 

S = (SI' S2, ... ,Sn) 
means that 

sr +s~ +"'+S~-2 -S~-I -s~ = 1. 

And now, we suppose that £'U is the set of even functions 
f(s) on this hyperboloid such that 

~f(x/r)E fIlu. 

Then, by the statement (A) above, £'U is simply the set of 
even eigenfunctions of 00 corresponding to the eigenvalue 
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- O'(n + 0' - 2), and by (B) above, it is invariant under 
SO(n - 2, 2). The representations ~ are then just the re­
striction of L (g) to r. 

If we now look at the paper3 of LNR, we see that the 
definition of our r makes it identical with their space 
K~!2 2 of the representations C ~ ~ 22' Hence our represen­
tations ~ are the same as their representations C ~ ~ 22' The 
permissible set of values of 0' is therefore obtained by ex­
pressing it in terms of A (whose range is given in Ref. 23); 
this is best done by equating the expressions for the eigenval­
ues of Do in terms of 0' and A, which gives 

-0'(n+0'-2) 

= A2 + (n - 2)/2)2 

= (n - 2)/2 + iA)(n - 2)/2 - iA) 

= (iA - (n - 2)/2)(iA - (n - 2)/2 + n - 2) 

==>0" = iA - (n - 2)/2. 

As A ranges23 between 0 and 00, we see that the representa­
tions T CT are unitary and irreducible for 

0' = ip - (n - 2)/2, p>O. (7) 

IV. EXPLICIT FORM OF THE OPERATORS TfT 

Let us now find the effect of the operator T CT onF, i.e., if 

(TCT(g»)F = Fg, 

we wish to find out Fg (S ') in terms of F(s ') [recall that 

S' = (SI' S2" .. ,Sn-I) 
is a general point of Sn _ 3 I]' We have 

Fg = (TCT(g»)F= QSCT(g)Q -IF 

= Q(SCT(g»)f (/= Q -IF) 

=Q/" 
~Fg(Sa) = (Q/,)(Sa) =/g(Sa' 1) 

=flg-'(Sa, 1)) 

=f(g-')a/JSp + (g-I)a,,' (g-I)n/JSp 

+ (g-I)nn) 

= I (g-I)n/JSp + (g-I)""ICT 

xt(g-I)a/JSP + (g-I)a" , 1) 
(g-I)n/JSp + (g-I)"" 

~«(TCT(g»F) (Sa) 

=Fg(Sa) 

= I (g-I)n/JSp + (g-I)"nI CT 

XF(g-I)a/JSP + (g-I)a,,). 
(g-I)n/JSp + (g-I)"" 

(8) 

If g = h, an element of the subgroup SO(n - 2, 1) of 
SO(n - 2, 2), which keeps x" invariant, then 

«(TCT(h»F) (Sa )=«(TCT(h»F) (S') 

=F(h -1)a/JSp) =F(h -IS'), 
i.e., T CT (h) becomes the quasiregular representation of 
SO(n - 2, 1). As its decomposition into irreducible compo-
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nents is known28 and the matrix elements of h in these com­
ponents have already been calculated,21 it is sufficient to con­
sider only those ge SO(n - 2, 2) that do not keep x" 
invariant. Now it is known29 that every such element has one 
ofthe following two representations: (i) if g"" < 1 then 

g = hIT,,_ I" (a)h2, hi, h2eSO(n - 2, 1), 

where T" _ I " (a) is the rotation by an angle a in the 
(n - 1), n) plane of M,,-22; and (ii) ifg"" > 1 then 

g = h, /"_2" (a)h2• hi' h2eSO(n - 2,1), 

where 1"-2,, (a) is the usual Lorentz transformation by a 
(hyperbolic) angle a in the (n - 2), n) plane of M,,-zz' 
However, it is easy to verify by the direct multiplication of 
matrices, that 
I"_z,,, (a) = T"_I,, ( -17/2)/,,_z"_1 (a)T"_I,, (17/2), 

so that in the case (ii), g is expressible in the form 

g = h, T,,_ I" ( - 17/2)hrl',,_ I" (17/2)h2, 

hoo hi' h2eSO(n - 2,1). 

It therefore follows that we need only to find the effect of 
TCT(T,,_ I" (a» on functions Fin order to be able to obtain 
the effect of T CT (g) on them for arbitrary geSO(n - 2, 2) 
and hence also the matrix elements of 'r (g) between var­
ious basis elements of DCO (S,,_ 3 I)' 

Now withg = T"_I,, (a), (8) gives 

TCT(T"_I,, (a»)F(sl' S2"" ,S,,-I) 

-IAICTF(SIS2 s,,-z sina-S,,_lcosa) 
- A' A , ... , A' A ' 

(9) 
where 

A=cosa-s,,_, sina. 

Next, we transform, with LNR,30 to the "biharmonic" 
coordinates 

(1P1,1P2,fJz,···, 91" fJ" fJ,+ 1,8), 

n odd and = 2T + 3, 
on the hyperboloid S" _ 3 I , defined by 

51 = cos 911 sin fJ2 ... sin fJ,+ I cosh 8, 

S2 = sin 911 sin fJz ... sin fJ,+ I cosh 8, 

S3 = cos 912 cos fJ2 sin fJ3 ... sin fJ,+ I cosh 8, 

S4 = sin 912 cos fJ2 sin fJ3 .•. sin fJ,+ I cosh 8, 

S2(,- t) - I = cos 91,- t cos fJ,_ t sin fJ,_ t+ I 
..• sin fJ,+ I cosh 8, 

S2(,- t) = sin 91,- t cos fJ,_ t sin fJ,_ t+ I 

... sin fJ,+ I cosh 8, 

S2,-1 = cos 91, cos fJ, sin fJ,+ 1 cosh 8, 

S2, = sin 91, cos fJ, sin fJ,+ I cosh 8, 

SZ,+ I = cos fJ,+ I cosh 8, 

Sz,+z = sinh 8, 
with 
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'PjE[O, 217], j= 1,2, ... ,r, 

{}jE[O, 17/2], j = 2,3, ... ,r, 

{}r+IE[O,l7], 

8e( - 00, 00), 
i.e., by 

sinh () = S2r+ 2' 

cosh () = (S~ + S~ + ... + S~r+ 1)1/2, 

{} S2r+1 cos = --:-----'---'------:-
r+1 (S~ +S~ +"'+S~r+I)1/2' 

. (S~ + S~ + ... + S~r)1/2 
sm {}r+ I = f:02 2 2 1/2' 

(~ I + S 2 + ... + S 2r + I ) 

( f:02 f:02 )1/2 
{} ~2r-I+~2r 

cos r= , 
(S~ + S~ + ... + S~r)1/2 

. {} (S~ + S~ + ... + S~r-2 )1/2 
sln r= , 

(si + S~ + ... + S~r)1/2 

(S2 + f:02 )1/2 
cos {} = _---'2..:..<r_-_t.;,..) -_I _~:.........;2<:....r_-....:.t)_-.,..,.. 

r-t (si + S~ + ... + S~<r-t) )1/2 ' 

(si +S~ +"'+S~<r-t)-2)1/2 
sin {}r-t = , 

(si +s~ +"'+S~<r-t»1/2 

COS'Pj = (f:0 2 + f:0 2 )112' 
~2j-1 ~21 

Then if 

('Pt> 'P2' .•. ,'P" {}2' {}3' ... '{}r+ I' (}) 

are the biharmonic coordinates of 

(SI' S2' .. ',Sn - I ), 

those of 

(
SI S2 Sn-2 sina+sn _ 1 cosa) 
A' A , ... , A' A 

will be 

('PI' 'P2' .•. ,'Pr' {f2' {f3' ... ,{fr+ I' () '), 

where 

i.e., 

Sn _ I cos a + sin a 
sinh ()' = ....=.~-=------­

-Sn-I sina+cosa' 

sinh ()' = sinh () cos a + sin a 
- sinh () sin a + cos a 

Thus we finally get 
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(lOb) 

(11) 

= I - sinh () sin a + cos ala-

XF('PI' 'P2"" ,'Pr' {}2' {}3'" . '{}r+ \> (}') 

where () , is given by (11). 

v. MATRIX ELEMENTS OF FINITE ROTATIONS 

(l2) 

We now come to the calculation of the matrix elements 
of finite rotations of SO (n - 2, 2) in the representation T a- • 

As seen earlier, we need to carry it out only for those of the 
rotation r n _ 1 n (a). For this purpose, we need, of course, a 
set of basis vectors (functions) spanning the space 
D 00 (Sn _ 3 I ); we take this as the following one given by 
LNR28

: 

IL, + ,/2, 13, ... ,Ir+ l' m l , m 2, ... ,mr ), 
with 

L = - r + 1, - r + 2, ... , 

lr + I = L + 2, L + 4, ... ; 

IL, - , 12, 13, ... ,Ir+ I ,m l , m 2, ... ,mr ), 
with 

L = - r + 1, - r + 2, ... , 

Ir+ I = L + 1, L + 3, ... ; 

lA, +,/2,/3" .. ,Ir+ l' m l ,m2, ... ,mr ), 
with 

O<A< 00, 

Ir+ I = 0, 1,2, ... ; 

lA, -,/2,/3, ... ,Ir+ I' m l , m2' ... ,mr ), 
with 

O<A< 00, 

Ir+ I = 0, 1,2, ... ; 

where 

IL, ±, 12, 13, .•• ,Ir+ I' mt>m2, ••• ,mr ) 

= V ± L «(}) yI21
3" .1,+ \ (a» 

1,.+1 mlm2,··m,.' 

with 

vt+~«(}) = - (21~)tanh(}cosh(-L+2')(} 

( 13a) 

(l3b) 

( 13c) 

(l3d) 

X~I(!(L + 1,+ I + 2r + 1)d(L -1,+ 1 + 2); 
~; tanh2 (}), (l4a) 

Vi:+~ «(}) = (l I{N;) cosh - (L+ 2,)(} 

X 2F I(!(L + 1,+ 1 + 2r)d(L -1,+ 1 + 1); 

!; tanh2 () ), (14b) 

and 

lA, ±, 12, 13, ... ,Ir+ l' m l , m 2, ... ,m,) 

= V±A«(})yI213··· I,+\ (a» 
1,.+1 m 1m 2 ,··mr ' 

with 
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V+A(O) = __ 2_tanhOcosh-<,+iAl 0 
I, + I .,[If[; 

X~lH(iA + 1,+ 1 + r + 1), !(iA -1,+ 1 

-r+2);~;tanh20), (14c) 

V-A(O) =_I_cosh-<,+IAl 0 
1,+ I ..[K; 

X~l(!(iA+r),!(iA-I'+1 -r+ 1); 

!; tanh2 0 ). (14d) 

Here w stands for the set of angles 

{'PH 'P2' ... ,'P,. {}2' {}3' ..• ,{},+ I}' 

while 

yl,I, ... I,+1 (w) 
mlm2"··m,. 

are the harmonic functions on the sphere Sn _ 3 given in Ref. 
30, where the ranges of values of 12,/3, ••• , I" m l , m2' ... , 
m, are also given. 

Let us now calculate the matrix elements of r n _ I n (a) 
between two basis vectors of the type (12a). We have 

M= (L, +,/2,/3"" ,1,+1' m l , m2, ... ,m,1 

= J d,J(W 0) V + L (0) yl, ... I,+ I(W) TCT(r (a») r-' /,+1 ml,··m,. n-ln 

X{V+,L' (0)y1i;··I;;-I(W)}, 
£,+1 ml,··m,. 

where dp,(w, 0) is the invariant measure on Sn _ 3 I and is 
therefore given by30 

dp,(w, 0) = dp,(w)cosh2 OdO 

with dp, (w) being the invariant measure on Sn _ 3 (see Ref. 
30). Now using the formula ( 12) and the orthonormality of 
y" (see Ref. 28), we get 

M = J d (w) y I2··· I,+ 1( .... ,) y1i···I;+ I( ) Jl ml,··m,. LU mi".m; (J) 

xl - sinh 0 sin a + cos al CT 

,+ I , 

= II 611 , II 6 , 
a a m"mb 

a=2 b=1 

x J: 00 dO cosh2 01 - sinh 0 sin a + cos al CT 

X V/ L (0) V -;L'(O'). 
r+ I 1,+ I 

Denoting the product of Kronecker deltas by 6, we write this 
as 

M=6 J:"" dOcosh
2
01-sinhOsina+cosaI CT 

XV/L(O)V-;L'(O'). 
r+ I 1,+ 1 

Remembering that 
O<a<1r~ sina>O, 

we note that 

-sinhOsina+cosa 

(15) 

is a monotonically decreasing function of 0, starting from 
+ 00 at 0 = - 00, going to the value 0 at 

0= 00 = sinh-I (cot a), 

and then decreasing to - 00 at 0 = 00. Hence 

( - sinh 0 sin a + cos a) 

={-(-SinhOsina+coSa), 0>00, 

- sinh 0 sin a + cos a, 0<00 , 

It follows that 
M=MI +M2, 

where 

MI = 6 J~o "" dO cosh2 O( - sinh 0 sin a + cos a)CT 

XV/L(O)V-;L'(O'), (16a) 
,+1 1,+1 

M2 = 6 L"" dO cosh2 O( - 1)CT( - sinh 0 sin a + cos a)CT 
80 

XV/L(O)V-;L'(O'). 
,+1 1,+1 

(16b) 

It will be shown in the Appendix that 

M2 = ( - I)CT+ IMI (17) 

so that 

M = {1 - ( - 1)CT}MI, (18) 

i.e., it is sufficient to calculate the integral MI' In order to 
carry out this rather complicated integration, we proceed as 
follows. 

We put 

L -1,+ 1 = - (2k + 2), 

L' -/;+1 = - (2k' +2), 

so that k, k ' take on the values 

0,1,2, .... 

Then 

L+I'+I +2r+ 1 =L+L+2k+2+2r+ 1 

= 2(L + k + r + ~), 

L-I'+1 +2=L-L-2k-2+2= -2k. 

Hence, remembering that 

F(a, b; c; z) = F(b, a; c; z), 

we get from (14a), 

vt+~ (0) = - (2//N;)tanh OsechL+ 2
, OF( - k, L + k + r +~;~; tanh2 0) 

= - (2I/N;)tanh OsechL+ 2, OF( - k, -L - r- k;~; - sinh2 0), 

using Eq. (22), p. 64 of Ref. 31; 
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= _(2/WI)tanh8sechL+2r+2k8 (-I)kk! 1 C 2k L I 
'1n l k 2" h8 ik+l- -r- (isinh8), 

(-2 -L-r-1}k+1 ISID 

using Eq. (22), p. 176 of Ref. 32, C~(x) being the Gegenbauer polynomial; 

=_i_ (- 1}kkl sechL+2r+2k+ 18C 2i/:I- L- r- l (isinh 8) 
.[N; (-2k-L-r-1)k+1 

.[N; (-2k-L-r-l)k+1 
sechL + 2r + 2k+ I 8 r ( - 2k - L - r - p r ( - 2k - 2L - 2r - 1) 

r( -4k-2L-2r-2)r( -L-r+p 

xP 1k+~-L- r- 3/2, - 2k-L - r- 3/2)(i sinh 8), 

using the expression for Gegenbauer polynomials in terms of Jacobi polynomials given in Ref. 21; 

=_i_ (-I)kkl sechL+2r+2k+ 18 r( - 2k -L - r- pre - 2k- 2L - 2r-1) 
.[N; (- 2k - L - r - 1) k+ I r( - 4k - 2L - 2r - 2) r( - L - r + p 

X2-2k-12II r( -L - r+ pre -L - r+ p 
m=O rem + 1)r(2k+ 2- m)r( -L -r- m - pre -L - r- 2k+m -~) 

X (i sinh 8 - 1 )2k+ 1- m(i sinh 8 + 1}m, 

using this time the standard expansion of Jacobi polynomials.32 Thus 

i (_I)kkI2- 2k - 1 r(-2k-L-r- 1 ) 
V +L (8) = -- ---.....::....-..----.:....----------'-------~'--

1,+1 .[N; (-2k-L-r-1}k+1 r( -4k-2L-2r-2) 

where 

Xr( - 2k - 2L - 2r-1}r( -L - r + !)sechL+2r+2k+ 18 

(i sinh 8 + 1}m(i sinh 8 - 1 )2k+ 1- m 

X~ rem + 1}r(2k+2 -m)r( -L -r-m - !)r( -L -r-2k+m-V 

( . inh8 + I)m(' inh8 1)2k+l-m = iJV
l 

sechL+2r+2k+ 18 L I SIS -

m rem + 1}r(2k +2 - m)r( -L -r- m - !)r( -L -r- 2k+m -~) , 
(19) 

1 (_I)kkI2- 2k - 1 r( 2k L 1) 
..!V1=- - - -r- 2 r( -2k-2L-2r-1}r( -L-r+!). (20) 

.,fN; (-2k-L-r- 1h+1 r(-4k-2L-2r-2) 

It follows that 

V -; L' (8 ') = iJV; sechL' + 2r + 2k' + I 8' 
,'+ 1 

2k'+ I (i sinh 8' + 1)m'(i sinh 8' _ 1)2k'+ I-m' 
X L (21) 

m'=O rem' + 1)r(2k' + 2 - m')r( -L' - r- m' - pre -L' - r- 2k' + m' - ~)' 

where..!V; is obtained from"!vl by replacing L by L ' and k by k '. 
Let us now put 

t=!(isinh8-1) (22) 

~-2idt=cosh8d8, 1 +t=!(isinh8 + I). (23) 

Then it is easy to check that, with z = 1 - e - 2ia , 

- sinh 8 sin a + cos a = eia (1 + zt), 

i sinh 8' + 1 = 2(1 + t)/(1 + zt), 

isinh 8' - 1 = 2e- 2iatl(l +zt), 

sechL+2r+2k 8 = (1 + i sinh 8) - r- k-LI2(1 _ i sinh 8) - r- k -LI2 

= 2 -L-2r-2k( _ 1) -r-k-LI2t -r-k-LI2(1 + t) -r-k-LI2, 

sechL' + 2r+2k' + 18' = 2 -L' - 2r- 2k' -Ie _ 1) - r- k' - (L' + l)12e2I1r+ k' + (L' + 1)12)a 

Xt -r-k'-(L'+I)I2(1 +t)-r-k'-(L'+I)I2(1 +zt)L'+2r+2k'+I. 

Using Eqs. (19)-(26), (14a) gives (to = sinh 80 ) 
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(2Sa) 

(2Sb) 

(26a) 

(26b) 
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S
-1/2+lto 

Ml = 8 - 2idtelatT(1 + Zt)u0Y"I0Y";2-L-2r-2k( - 1) -r-k-LI2t -r-k-LI2(1 + t) -r-k-L/2 
-1/2-1.., 

X2 -L' - 2r-2k' - l e21(r+ k' + (L' + 1)/2)a( _ 1) - r- k' - (L' + 1)/2t - r- k' - (L' + \)/20 + t) - r- k' - (L' + 1)/2 

2m(1 + t)m 22-k-mt2k+ I-m 
x(1 +zt)L'+2r+2k'+ILL . 

m m' nm + I)n2k+2-m)n -L -r-m -!)n -L-r-2k+m -~) 

2m'(1 + t)m'(1 + zt) -m'22k '+ l-m'e- 21(2k' + 1- m')at 2k ' + l-m'O + zt) -2k'-1 +m' 

Xr(m' + I)r(2k' + 2 - m')n -L' - r- m' - pr( -L' - r- 2k' +m' -~) 
= ic5JV

I
J1I; 2 -L-L' -4r+2( _ 1) - k- k' - 2r- (L +L' + 1)/2ela(u+ 2r- 2k' +L'-I) 

X~~~im'a{nm+l)r(2k+2-m)r( -L-r-m- !)r( -L-r-2k+m- ~) 

xnm'+l)r(2k'+2-m')r( -L'-r-m'- !)r( -L'-r-2k'+m'- ~)}-IXI, 
where I is the integral 

S
-1/2+ito 

1= dt t - (L+L' -3)/2-2r-m -m' +k+k' (1 + t) - (L+L' + 1)/2-2r-k- k' +m+ m' (1 + zt)L' +a+2r. 
-1/2- i.., 

It is calculated in the Appendix for the general exponents a, p, y. As here, 

a = - (L + L ' - 3 )/2 - 2r - m - m' + k + k', 

p= -(L+L'+1)/2-2r-k-k'+m+m', 

y = L ' + a + 2r == L ' + ip - (n - 1 )/2 + 2r, 

and the definition of k, k' [given after Eq. (18)] implies that 

L + L' is an even integer => (L + L ')/2 is an integer, 

we shall have 

exp(21ria) = exp(i1r) = - 1, 

exp(21rip) = exp(hr) = - 1, 

exp(21Tiy) = exp(in1T)exp( - 21Tp) = (-I)nexp( - 21Tp). 

Hence Eq. (A6) gives 

1= 1 [2 r(-(L+L'-5)/2-2r-m-m'+k+k') r(-u+L+2r-1) 
-1+ (_l)ne -211'p r(-u-(L'-L-l)/2+2r+k+k'-m-m') 

(27) 

(28) 

zF( L ' 2 L+L'-5 2 ' k k' L'-L-l k k' , -21a) X I -u- - r - - r-m-m + + '-u- + + -m-m'e , 2 '2 ' 

_ 2 n - (L +L' - 1)/2 - 2r- k - k' + m + m') r( _ u+L + 2r- l)e-2ia(L'+u+2r) 
r -u- (L -L' + 3)/2 + m +m' -k- k') 

1;' ( L ' 2 L + L ' - 12k k' , L ' - L + 3 , k k' 21a)] X 2' I - U - - r, - 2 - r - - + m + m ; - u - 2 - m - m + + ; e . 

(29) 

We thus see that I depends only on (m + m') and not on m or m' individually, If we therefore change the (m, m') double 
summation in (27) to the (p., m') summation, where p. = m + m', I will come out ofthe m' summation. Using 

nz)r(1 - z) = 17' esc 1TZ, 

this summation will become 

~im'a n -p. +m')r(L +r+ 2k-p. + m' +~)r( -2k' + m'-I) 
~ -;;;;t n2k+ 2 +m' -p.)r( -L - r-p. + m' - !)n -L' - r- 2k' +m' -~) 

1201 

Xr(L' + r+ m' +V ~ sin 17'(1 +p. - m')sin1T( -L - r- 2k +p. - m' - V 

x sin 17'( - L' - r - m' - psin 1T(2k' + 2 - m') 

= [ ( - p.)m' (L + r + 2k - P. + ~)m' ( - 2k - I)m' (L' + r + ~)m,~lm'al 
~ (2k + 2 - p.)m' ( - L - r - p. - Pm' ( - L - r - 2k' + ~)m,m'! 

J. Math. Phys., Vol. 27, No.5, May 1986 Ansaruddin Syed 1201 



                                                                                                                                    

r( -p)r(L + r+ 2k -p +~)r( - 2k' - 1)r(L' + r+ ~) 

x r(2k + 2 - p)r( - L - r - p - !)r( - L' - r - 2k' -~) 

XJ.. sin 17"(1 + p)sin 17"( - L - r - 2k + p - ~)sin 17"( - L' - r - psin 17"(2k' + 2) 
17"4 

-~ ~ (
-P,L + r+2k-p +~, - 2k - I,L' + r+~; ) 

- 3 2k + 2 - p, - L - r - p - !, - L ' - r - 2k - ~; 

X{r(1 +p)r( -L-r-2k+p-~)r( -L' -r-!)r(2k' +2) 

Xr(2k + 2 -p)r( -L - r-p - Pr( -L' - r- 2k' _ ~)}-I. 

Using this and (29), (27) becomes 

MI = it5JY'I%; 2 -L-L' -47-3( _ 1) - k-k' -27- (L+L'+ 1)/2 

- 1 + ( - 1)ne -21TP 

r( - u+ L + 2r _ l)e- i(2k'+ l)a 

x r( -L' -r-!)r(2k' +2)r( -L' -r-2k'-V 

XL [{r(1 +p)r( -L - r- 2p +p - ~)r(2k + 2 -p)r( -L - r-p _ p}-I 
p 

XF ~ ~
-P'L +r+ 2k-p +~, - 2k-l,L' + r+~; ) 

4 2k + 2 - p, - L - r - p - !, - L ' - r - 2k - ~; 

{ 
q- (L+L'-5)/2-2r-p+k+k') i(u+2r+L')a 

X q -u- (L' -L -1)/2 + 2r+ k+k' -pI e 

1i'( L' 2 L+L'-5 2 k k' L'-L-l k k' -2ia) X ~ I - U - - r - 2 - r - p + + ; - u - 2 + + - p; e 

q-(L+L'-1)/2-2r-k-k'+p) -i(u+2r+L')a 
- e 

q - u - (L - L ' + 3 )/2 + P - k - k') 

1i'( L' 2 L+L'-1 2 k k' L'-L+3 k k' _2Ia)}] X ~ I - U - - r, - 2 - r - - + p; - u - 2 - P + + ; eo- • 

This value of M} gives the required matrix element M 
through (18). J

-I12 + lfo 

J= -112-ioo t
a

(1 +t)P(1 +ztVdt, 

z = 1 - e - 2ia, to = ! cot a, 

which appears in Eq. (28). Note first of all that 

(30) 

The above computation has been carried out only for the 
matrix elements between two states (basis functions) of the 
type (13a); for completeness' sake, we should really carry 
them out for all possible pair of states (13a)-( 13d). In addi­
tion, the same thing should be repeated for even n. However, 
as these large number of lengthy calculations (leading to 
equally lengthy results) are not going to give us any addi­
tional insight, we content ourselves with just one illustrative 
calculation and the remark that others can be carried out in 
exactly the same way. 

1. 1 1. 1( eia+e- 1a ) ---Ito= --+-Icota= -- 1 +-. -'---
2 2 2 2 ela_e-Ia 
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APPENDIX: EVALUATION OF AN IMPORTANT 
INTEGRAL 

In this appendix, we prove Eq. (17) of the text and 
evaluate the integral 
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1 2eia 1 1 
= -- = - = --, 

2 eia - e- ia 1 - e- 2ia z 

so that the point A: -! + ito is the only zero of (1 + zt) in 
the complex t plane. We denote the other two zeros t = 0 and 
t = - 1 of the integrand by 0 and B, respectively. 

Consider now the integral 

J = L t a (1 + t)P(1 + ztV dt, 

where D is the contour shown in Fig. 1. As the integrand has 
no singularity within D, J = O. Also, for 

Re(a +P + r) < - 1, (AI) 

contributions to J from portions of D consisting of the infi­
nite circle I t I = R ---+ 00, vanish so that we get 

Ansaruddin Syed 1202 



                                                                                                                                    

FIG. 1. The contour D in the complex t plane. 

-i t a(1 + t)P(1 + ztV dt 

= i t a(1 + t)P(1 + zt)1' dt 

+ i t a (1 + t)P(1 + ztV dt. (A2) 

Suppose now that 

Re a> - 1, Rep> - 1, Re r> - 1. (A3) 

Then the portions I, 1, and i of D can be taken as in Fig. 2. 
Now 

tal = tal e2'1ria -12 I, ' 

(1 + t)P(1 +zt)rl_12 = (1 + t)P(1 +ztVI I, 

=> i t a(1 + t)P(1 + ztV dt 

= (r - 5 ){t a(1 + t)P(1 + ztV}dt 
\JI, -12 

= (1 - ~1ria) r t a(1 + t)P(1 + ztV dt 
JI, 

FIG. 2. Possible form of the contour D. 
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where arg t = 0 in the integrand. Similarly 

-i t a(1 + t)P(1 +ztV dt 

= - (1 - ~'lrir) r t a (1 + t)P(1 + ztV dt 
.h, 

5
-112 +/to 

= (1 - ~'lrir -112-/00 t a(1 + t)P(1 +ztV dt, 

with arg (1 + zt) = - 1T /2 in the integrand, and 

1 t a(1 + t)P(1 + zt)r dt 

= (1- e21ri/3) f--I eo tao + t)P(1 + zt)y dt, 

with arg (1 + t) = - 1T in the integrand, 

= (1 - e21Ti,8)( - l)a +P+ r+ IZY 

X i eo 
ta(t - l)P(t - Z-I)Y dt. 

Thus we get 

5
-112 + Ito 

-1/2-/00 t
a

(1 +t)P(1 +zt)Ydt 

= (1 - e21TiY ) -I [ (1 - e21Tia ) leo t a(1 + t)p 

x(1 +zt)Ydt + (1_e21Ti,8)( _l)a+p + y+lzY 

X i eo 
ta(t - l)P(t - Z-I)Y dt. (A4) 

I' = i t a(1 + t)P(1 +ztV dt, 
D' 

where D I is the contour shown in Fig. 3, we can show that 

5
-1/2 + 100 

t a(1 + t)P(1 + ztV dt 
- 112 + Ito 

= _ (1 - ~'lriY) -1[ (1 _ ~1ria) 

X 100 

t a (1 +t)P(1 +zt)rdt 

FIG. 3. The contour D' in the complex t plane. 
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+ (1- ~1ri,8)( _ l)a+P+y+ IZY 

X fO ta(t - l)P(t - Z-I)Y dt ], 

which proves that 

L~~:~:~to t a
(1 + t)P(1 +zt)y dt 

S
-1/2+ioo 

= - t a(1 + t)P(1 + zt)y dt. 
- 112 + ito (AS) 

If we now compare the definitions (16a) and (16b) (of the 
text) of M J andM2, we see thatM2/( - 1)<T will be given by 
the expression (27) for M J except for the fact that the range 
of integration for I in (28) will be changed to 

- ! + ito to - ! + i 00 • 

Hence (AS) implies that 

M 2/( -1)<T= -MI' 

which proves (17). 
To evaluate the right-hand side of (A4), we proceed as 

follows: Using Eq. (5), p. 115 of Ref. 31, with 

a = b - 1, /3 = a - c, y = - a, 

we have 

100 

t a(1 + t)P(1 + zt)y dt 

for 

= r(1 +a)r( -a -/3-y-1) 
r( -/3 - y) 

xF( - y, 1 + a; - /3 - y; 1 - z), 

largzl <1T, 

Re( -/3 - y) >Re(a + 1) >0, 

i.e., for 

Rea> -1, Re(a+/3 +y)< -1, 

which is certainly satisfied if (A1) and (A3) are satisfied. 
Next, using Eq. (6), p. 115 of Ref. 31, with 

a=a-c, /3=c-b-l, y= -a, 

we have 

ioo 
t a(t - 1)P(t - Z-I)Y dt 

for 

= r (1 + /3) r( - a - /3 - y - 1) 

r(-y-a) 

XF( -y,-a-/3-y-1;-y-a;z-I), 

larg(z - 1) 1< 1T, 

1 +Re( -y»Re( -y-a»Re( -a-/3-y-l), 

i.e., for 

Rea> - 1, Rep> - 1, 

which is again certainly satisfied if (AI) and (A3) are satis­
fied. 

Hence if (Al) and (A3) are satisfied, we will have 
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L~~:~:~to t a
(1 + t)P(1 +zt)y dt 

= (1 - e21Tiy ) -\ [ (1 _ e21Tia ) 

X r (1 +a)r( -a-/3-y-1) 
r(-/3-y) 

XF( - y, 1 +a; -f3- y; 1-z) 

+ (1_~1Ti,8)( _1)a+ p + y+1 

X r(1 +/3)r( -a -/3- y-1) zYF( - y -a 
r( -a - y) , 

-/3- y- 1;'- r- a;z-I)]. 

Now, from Eq. (27), p. 64 of Ref. 31, we have 

F( - y, - a - /3 - y - 1; - Y - a; Z-I) 

= (1-z-I)YF( - y, 1 + /3; - a - y; (1- Z)-I), 

so that 

J~I;::i: t a
(1 +t)P(1 +zt)ydt 

= (1 - e21TiY
) -I[ (1 _ e21Tia

) 

Xr(1 +a)r( -a-/3-y-l) 

r( -/3- y) 

X F( - y, 1 + a; - P - y; 1 - z) 

+ (1 - e21ri,8)( _ 1)a +P+ I 

X 
r(1 + /3)r( - a - /3 - y - 1) 
--:----'....:..:....:~_..:..:.........!:.....----1._~ (1 - z)y 

r( -a-y) 

XF( - y, 1 +/3; -a - y; (1-Z)-I)]. (A6) 

We have proved this relationship only when the conditions 
(A1) and (A3) are satisfied. However, as both of its sides 
are analytic functions of a, /3, and y, it follows by the princi­
ple of analytic continuation that the two sides will be equal 
for all those values of a, p, y for which they do not have any 
singularity. Thus we finally have evaluated the integral J 
[Eq. (A6)] for all those values of the exponentsa,/3, ythat 
do not make it singular. 

IE. P. Wigner, Groupentheorie (Vieweg, Braunschweig, 1931), pp. 180, 
233. 

2V. Bargmann, Ann. Math. 48, 568 (1947). 
3S. Strom, Ark. Fys. 34, 215 (1967). 
4Dao Vong Due and Nguyen Van Hieu, Dokl. Akad. Nauk. SSSR 137, 
1281 (1967); Ann. Inst. H. Poincare 6,17 (1967). 

'G. I. Kuznetsov, M. A. Liberman, A. A. Markov, and Va. A. Smora­
dinski, Sov. 1. Nucl. Phys. 10, 370 (1970). 

6K. Toth, Trieste preprintl. C. (69), 1969, p. 128. 
7 A. Markov and G. I. Shepelev, Sov. 1. Nuc1. Phys. 12, 596 (1971). 
80. Z. Friedman and 1. M. Wang, Phys. Rev. 160, 1560 (1967). 
~. C. Biedenharn, 1. Math. Phys. 2, 433 (1961). 
1°1. W. Holman, 1. Math. Phys. 10, 1710 (1969). 
"1. W. Holman, 1. Math. Phys. 10, 888 (1969). 
12S. Strom, Ark. Fys. 30, 455 (1965); A. Kihlberg and S. Strom, Ark. Fys. 

31,491 (1966). 
13R. Takahashi, Bull. Soc. Math. France 91, 289 (1963). 
14S. C. Peng and K. T. Hecht,I. Math. Phys. 8, 1233 (1967). 
"M. K. F. Wong, 1. Math. Phys. 8, 1899 (1967). 
16K. B. Wolf, 1. Math. Phys. 12, 197 (1971). 

Ansaruddin Syed 1204 



                                                                                                                                    

17M. K. F. Wong, J. Math. Phys. 15,25 (1974). 
1sT. Mackawa, J. Math. Phys. 16, 344 (1975). 
19A. Syed, J. Math. Phys. 25, 2132 (1984). 
2OS. Strom, Ark. Fys. 33, 465 (1966). 
21C. P. Boyer, J. Math. Phys. 12, 1599 (1971). 
22S. Helgason, Differential Geometry and Symmetric Spaces (Academic, 

New York, 1962), Chap. X, Sec. 2. 
23N. Limie, J. Niederle, and R. Raczka, J. Math. Phys. 7, 2026 (1966). 
24M. Bander and C. Iztykson, Rev. Mod. Phys. 38, 346 (1966). 
2~C. P. Boyer and F. Ardalan, J. Math. Phys. 12,2070 (1971). 

1205 J. Math. Phys., Vol. 27, No.5, May 1986 

26N. Ja Vilenkin, Special Functions and the Theory o/Group Representations 
(Am. Math. Soc., Providence, RI, 1968), Chap. IX, Sec. 2. 

27Reference 26, Chap. X, Sec. 5. 
2sN. Limie, J. Niederle, and R. Raczka, J. Math. Phys. 8, 1079 (1967). 
29A. Syed, J. Math. Phys. 24, 463 (1983). 
3~. Limie, J. Niederle, and R. Raczka, J. Math. Phys. 7, 1861 (1966). 
31A. Erde1yi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Higher 

Transcendental Functions (McGraw-Hill, New York, 1953), Vol. I. 
32A. Erdelyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Higher 

Transcendental Functions (MeGraw-Hil~ New York, 1953), Vol. II. 

Ansaruddin Syed 1205 



                                                                                                                                    

Relativistic plasma dispersion functions 
P. A. Robinson 
School of Physics, University of Sydney, New South Wales 2006, Australia 

(Received 27 September 1985; accepted for publication 3 January 1986) 

The kn~wn properties of plasma dispersion functions (PDF's) for waves in weakly relativistic, 
magnetized, thermal plasmas are reviewed and a large number of new results are presented. The 
PDF's required for the description of waves with small wave number perpendicular to the 
magnetic field (Dnestrovskii and Shkarofsky functions) are considered in detail' these functions 
also arise in certain quantum electrodynamical calculations involving strongly ~agnetized 
plasmas. Series, asymptotic series, recursion relations, integral forms, derivatives, differential 
equations, a~d app.roximations for these functions are discussed as are their analytic properties 
and connectIOns With standard transcendental functions. In addition a more general class of 
PDF's relevant to waves of arbitrary perpendicular wave number is introduced and a range of 
properties of these functions are derived. 

I. INTRODUCTION 

Electron cyclotron waves in magnetized plasmas have a 
wide range of applications. These include electron cyclotron 
resonance heating of laboratory plasmas to achieve ignition 
and plasma profile control 1.2 and electron cyclotron current 
drive to enable continuous operation of tokamaks.2.3 Elec­
tron cyclotron instabilities also have been investigated wide­
ly in recent years with applications to plasmas occurring in 
tokamaks,4.5 magnetic mirrors, planetary and stellar magne­
tospheres,6,7 solar flares,8 and elsewhere, The general ques­
tion of dispersion of electron cyclotron waves (including 
electron Bernstein waves) is also of current interest in stud­
ies of propagation, absorption, and mode conversion. 9

-
12 

Essential to each of the above applications is a knowl­
edge of the dielectric properties of the plasma and the result­
ing dispersion of the relevant waves. Analytic treatment of 
these properties leads to expressions for the dielectric tensor 
in terms of relativistic plasma dispersion functions (hence­
forth, relativistic PDF's) analogous to the well-known plas­
ma dispersion function discussed by Fried and Conte, 13 

which is appropriate to waves in unmagnetized thermal plas­
mas. The most important such PDF's are those relevant to 
the case of weakly relativistic, magnetized, thermal plasmas; 
it is with these functions that the present paper will be con­
cerned. We note that these functions also occur in quantum 
electrodynamical calculations involving strongly magne­
tized plasmas. 14,15 

The theory of relativistic PDF's presently consists large­
ly of results scattered through a wide literature relating to 
the various applications mentioned above. Consequences of 
this situation are as follows. 

(i) Several different definitions (and many notations) 
have been introduced for the relevant PDF's, thereby mak­
ing comparison of papers by different authors difficult. 

(ii) Having been obtained piecemeal by many authors, 
the results do not form a coherent whole. Furthermore, they 
suffer collectively from a number of omissions and short­
comings such as the lack of connection with standard tran­
scendental functions of mathematical physics and lack of a 
detailed treatment of the analytic properties of the PDF's. 

(iii) The PDF's required to treat electrostatic cyclotron 

waves such as Bernstein waves have been discussed only very 
briefly and few of their properties are known. 

In this paper we collect and systematize the known 
properties of the PDF's for weakly relativistic thermal plas­
mas in one reference. In addition we include a large number 
of new properties of the most commonly discussed PDF's 
and a section on the hitherto inadequately treated PDF's 
appropriate to electrostatic cyclotron waves. We also take 
this opportunity to harmonize the many notations found in 
the literature and to clarify the relationships of various alter­
native PDF's to the ones considered here. 

In Secs. II and III we discuss the relativistic PDF's ap­
propriate to waves with small perpendicular (to the magnet­
ic field) wave number in magnetized thermal plasmas-the 
Dnestrovskii and Shkarofsky functions. Interrelations, dif­
ferential equations, analytic properties, series expansions, 
asymptotic forms, approximations, relations to the standard 
higher transcendental functions, and other properties are 
discussed. Section IV is concerned with a class of more gen­
eral PDF's relevant to waves of arbitrary perpendicular 
wave number in weakly relativistic thermal plasmas. A num­
ber of useful integral forms are established for these func­
tions and, in Sec. V, for the functions considered in Sec. II. 
Relationships between the PDF's considered in this paper 
and those introduced by other authors are discussed in Sec. 
VI. 

II. PDF'S FOR WAVES WITH SMALL PERPENDICULAR 
WAVENUMBER 

In this section we discuss the properties of the relativis­
tic PDF's appropriate to waves with small perpendicular 
wave number in weakly relativistic, thermal, magnetized 
plasmas-the Dnestrovskii and Shkarofsky functions. 16.17 

A. Definitions, notations 

We define the generalized Shkarofsky functions of in­
dexes q and r as follows, 18 if 1m (z - a) > 0: 
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i
eo 

(it)' [ at 2 ] ffq" (z,a) = - i dt . exp izt - --. 
o (1 -It)q 1 - It 

• - a i eo 
dt (it)' = -Ie 

o (1 - it)q 

XexP[i(Z-a)t+-
a
-.] , 

1 -It 

(1) 

(2) 

where q is real, r is a non-negative integer, and z and a are 
complex. Analytic continuation is used to extend this defini­
tion to Im(z - a)<O. (Alternatively, the definition may be 
extended by deforming the contour of integration to ensure 
convergence.) The corresponding generalized Dnestrovskii 
junctions l6

•
18 are defined by 

Fq,,(z) = ffq,,(z, 0), (3) 

while the usual Shkarofsky and Dnestrovskii functions l6.17 

are 

ffq (z, a) = ffq,o (z, a), 

Fq(z) =Fq,o(z), 

respectively. . 

(4a) 

(4b) 

The functions ff q (z, a) defined here are identical 
(apart from notation) to the functions used by Airoldi and 
Orefice,19 Krivenski and Orefice,20 Wong et al.,21 Wu et 
al.,22 Maroli and Petrillo,23 Bornatici et al.,2 Imre and 
Weitzner, 12 and Robinson, 18,24 among others. The functions 
Fq (z) are identical with the original functions introduced by 
Dnestrovskii et al. 16 The connection between the present 
functions and those introduced by other authors is discussed 
in Sec. VI. 

B. Derivatives 

Derivatives of ff q, , (z, a) may be obtained immediately 
from (1), giving 

aj+k 
az j aak ffq,,(z, a) = ffq+k, ,+j+2k (z, a), (5) 

which relation has the special case 

ffq ,(z, a) = ~ ffq (z, a). 
, az' 

(6) 

Derivatives of e - Z Fq (z) are given in (18). 

C.Sums 

Equation (2) implies that the generalized Shkarofsky 
functions ff q,' may be reexpressed in terms of the usual 
Shkarofsky functions (r = 0) thus: 

cz- ~ .(r)cz-Yq,,(z,a)=~(-I)1 . Yq_j(z,a), 
j=O J 

(7) 

where the binomial expansion has been used. Similarly, if the 
numerator and denominator in (1) are multiplied by 
(1 - it)s , where s is a non-negative integer, we find 

ffq,,(z,a) = i (-I)j(~)ffq+s,'+j(z,a). (8) 
j=O J 

Expansion of the factors exp [at 2/(1 - it) ] and exp [a/ 
(1 - it) ] in powers of a in (1 ) and (2), respectively, leads to 
the following relations: 
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(9) 

(10) 

Similar results are easily obtained for ff q, , (z, a). 
The generating function for the modified Bessel func­

tions I j (z) is 
eo 

exp[a(u + u- I
)] = L u jl j (2a). 

j= - rJ:J 

If ( 1) is rewritten in the alternative form 

ffq (z, a) = - ie- 2a i eo 
dt(1- it)-q 

(11 ) 

Xexp[izt + a(1 - it) + a/(1 - it)], 
(12) 

then (11) yields the identity 
eo 

ffq(z,a) = L e- 2a!.i(2a)Fq_ j (z). (13) 
j= - OQ 

Results obtained later [Eqs. (21 )-(23)] imply that the se­
ries in (9) and (13) converge for lal < Izl. 

D. Recursion relations 

The recursion relation for Fq (z) can be obtained by in­
tegrating (1) by parts (with a = 0, r = 0). This yields l9 

(q-l)Fq(z) = l-zFq_ 1 (z), (14) 

for q# 1. 19 The more general recursion relation for 
ff q (z, a) may be obtained by considering the following inte­
gral: 

~-2a leo d(1-it)(1-it)-q 

xexp[(a - z)( 1 - it) + _a_. ] 
1 -It 

x(a-z- q ___ a __ ) 
(1-it) (1-it)2' 

(15) 

for Im(a - z) > O. This integral can be evaluated directly 
and also by comparison with (12). Equating the two results 
gives 

affq + 2 (z, a) = 1 + (a - z)ffq (z, a) - qffq + 1 (z, a), 
(16) 

which contains (14) as a special case. As usual, analytic 
continuation is used to extend this relation to the entire com­
plex plane. Krivenski and Orefice20 derived (16) by less di­
rect means. [We note in passing that the method used here 
easily can be employed to generate an infinite hierarchy of 
relations similar to (16).] 

The following two identities are easily proved using 
(14) and mathematical induction: 

qFq+ I.m+ 1 (z) = - [(m + I)Fq,m (z) +zFq,m+ 1 (z)], 
(17) 

:; [e-ZFq(z)] = (-l)ne - ZFq_ n (z), (18) 
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where m is a non-negative integer. Equation (17) is a cor­
rected version of a result obtained by Imre and Weitzner. 12 

E. Differential equations, relations to other functions 

Equations (6) and (7) with r = 1 and a = 0 imply 

dFq (z) 
--=Fq(z)-Fq_dz ). (19) 

dz 

The following first-order linear differential equation satis­
fied by Fq (z) then follows from (14) and (19): 

0= dFq (z) + (1 - q _ I)F (z) +~. 
dz z q z 

(20) 

Equation (20) is easily integrated to give 

Fq (z) = ~-le" loo du u -qe- U 

=~-Ie"r(1-q,z) (21) 

= r(1 - q)e"[~-l - r*(1 - q, z)], (22) 

where r(1 - q, z) and r*(1 - q, z) are the usual incom­
plete gamma functions (Ref. 25, Eqs. 6.5.2 and 6.5.4). Thus 
Fq (z) is singular at the origin if q< 1. This point is a branch 
point of Fq (z) (which is then multivalued) unless q = 0, 
- 1, - 2, ... (Ref. 26, Eq. 8.351.3). An alternative form of 
(21) is 

(23) 

where Eq and a _ q are exponential integral functions de­
fined by 

(24) 

for Re(z) >0 with appropriate analytic continuation for 
Re(z)";O. 

The relation of Fq (z) to the confluent hypergeometric 
function is (Ref. 25, Eqs. 13.6.28 and 13.1.29) 

Fq (z) = U( 1,2 - q, z) = zq-1U(q, q, z) (25a) 

and hence (Ref. 25, Eq. 13.4.22) 

Fq, r (z) = ( - 1 )T(r + 1) U( 1 + r, 2 - q + r, z). 
(25b) 

The analytic continuation of the confluent hypergeometric 
function is given by Ref. 25 (Eqs. 13.1.9 and 13.1.10). 

Together Eqs. (10), (23), and (24) imply the following 
integral identity if Re (z - a) > 0: 

:Tq(z,a) =e"-2a fX> dtt -qexp[(a-z)t+ ~]. 
(26) 

A similar result for Im(z - a) > 0 may be obtained from 
(12) by a change of variable. Equation (26) may also be 
used to derive the recursion relation (16) for:Tq (z, a). 

Equations (6) and (7), with r = 1,2, yield 

aYq =Y -Y 
az q q-l> 

a
2
Yq =Y -2Y +Y az2 q q-l q-2' (27) 
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where the arguments have been omitted. Eliminating Y q _ 1 

and :T q _ 2 between these equations and the recursion rela­
tion (16) gives 

0= 1- (z+q-2)Yq 

- [2(a - z) - q + 2JY; + (a - z)Y;, (28) 

where the primes denote partial differentiation with respect 
to z. Other partial differential equations satisfied by 
:Tq (z, a) may be obtained by similar means. 

F. Series expansions 

Series representations of Fq (z) follow from (21) and 
(22): 

F (z) =~-Ie"r(I-q) - f z
j
r(1-q) (29) 

q j=O r(j + 2 - q) 

=~-Ie"r(1-q)-e"f (-zY (30) 
j=O r(j + q - 1}Jl 

(Ref. 25, Eq. 6.5.29). A further identity, which may be of 
use in applications of these functions to the quantum electro­
dynamical calculations mentioned in the Introduction, fol­
lows if z is real and positive and lies on the principal branch 
of Fq (z) (Ref. 26, Eq. 8.354.5): 

00 L]I -q)(z) 
Fq(z) = L. , 

j=O J + 1 
(31) 

where L J 1 - q) is a generalized Laguerre polynomial (Ref. 
25, Eqs. 22.5.16 and 22.5.17). 

G. Asymptotic forms, continued fraction 

The relations (21) and (23) between Fq (z), the incom­
plete gamma function, and the exponential integral function 
lead immediately to the following asymptotic forms, which 
are valid for Izl>1 provided larg(z)I <JTT/2 (Ref. 25, Eq. 
6.5.32): 

r(q)Fq(z)- f (-lyz- 1
-

jr(q+j), 
j=O 

(32) 

r(q)Fq,r(z)- f (_1)i+r(j+ 1)r z-l-r-jr(q+j), 
j=O 

(33) 

with 

. _{(j+l)(j+2) ... (j+r), r;;;.l, 
(j + 1)r - 1 r = O. , 

A further asymptotic form is given in Eq. (49). These forms 
are essential when calculating Fq (z) for Iz I> 1 in order to 
avoid subtraction errors in the relations (7) and (14). 

The following continued fraction representation of 
Fq (z) follows immediately from Ref. 25 (Eq. 5.1.22) or Ref. 
26 (Eq. 8.358): 

F (z) = _1 __ q __ l_ q + 1 _2_ q + 2 , (34) 
q z+ 1+ z+ 1+ z+ 1+ .. · 

provided larg(z) I < 'fT. 

Imre and Weitznerl2 obtained the following asymptotic 
form for Yq (z, a): 
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00 C. 
!7 q (z, a) = - L q,J . + I ' 

j=O (a - z)' 
(35) 

with 

Cq,O = 1, (36a) 

Cq,j = (j+q-l)Cq,j_1 +aCq+I,j_I' (36b) 

Although not noted by these authors, (35) is valid only for 
larg(z) 1 < 31T/2. This asymptotic form is required when the 
recursion relation ( 16) or the sum rule (7) suffers from sub­
traction errors. 

Having obtained asymptotic expansions of Fq (z) and 
!7q (z, a) for large Izl and lal it remains to consider the case 
oflarge q. Maroli and Petrill023 obtained the following ex­
pressions for q> ° in terms of the usual PDF Z and its de­
rivatives 13: 

F z - Z(1J) 
q( ) - - (2q)1/2 

Z(4)(1J) 

16q(2q) 1/2 

Z(6)(1J) + O( -2) (37) 
144q(2q) 1/2 q, 

with z(n) (1J) = [dnZ/d~L='1' 1J = (z+q)/(2q)1/2, 

and 

!7 (z a) = _ Z(f/l) 3a + q Z(3)(f/l) 
q , (4o+2q)1/2 3(4o+2q)2 

40 + q Z(4)(f/l) 
4(40 + 2q)S12 

(3a + q)2 Z(6)(f/l) + O(q-2, a-2), 
18(40 + 2q)7/2 

(38) 

with f/l = (z + q)/(4o + 2q)1/2. Equations (37) and (38) 
are valid on the principal branches of Fq (z) and !7q (z, a) 
respectively, if z and a are real. 

H. Approximation 

If z lies on the positive real axis in the principal branch of 
Fq (z) with q > ° then Ref. 25, Eq. 5.1.52, gives 

F (z) = _1_(1 + q + q(q - 2z) 
q z + q (z + q)2 (z + q)4 

+ q(6z
2

_8qz+q2) +R(q,z»), (39) 
(z + q)6 

with IR (q, z) 1 <q-4. A simpler, related approximation is 
that used by Robinson,24 which was of the form 
Fq (z)~(z + q - 1)-1 for q> 1 andz>O. 

I. Special cases 

In a number of special cases the form of !7 q (z, a) sim-
plifies considerably. 

(i) Ifa =0, (3) gives!7q(z,a) =Fq(z). 

(ii) Ifz = a = ° and q> 1, then (21) yields 

!7q (O,O) =Fq(O) = (q_l}-I. (40) 

Equation (14) then gives 

Fo(z) = 1/z. (41) 

(iii) If q = !, ~, ... and z is real, the imaginary part of 
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Fq (z) (on the principal branch) can be obtained from (27) 
to give17 

Im[F (z)] = {O, O<z, 
q -1T( _Z)q-I~/r(q), z<O. 

Substitution of (43) into the sum (10) then implies17 

Im[Yq (z, a)] 

{
O, a<z, 

= -1T~-2a[(a-z)/a](q-I)/2 

(42) 

Xlq_ 1 [2a1/2 (a _Z)1/2], z<a, (43) 

provided z and a are real and z - a lies on the principal 
branch of Fq . 

(iv) If z = a we find that the change of variable t = 1/ u 
in (26) gives 

Yq (a, a) = e- a II du uq- 2eau 

=e- a ( -a)l- qr(q-l, -a) (44) 

and hence in particular, 

!73/2 (a,a) =e- a ( -a)-1/21T1/2 erf[( _a)II2]. 

Note that Y3/2(a, a) is double valued owing to there being 
two possible choices for ( - a) 1/2. 

(v) If q = - r then (25b) and Eq. 13.6.24 of Ref. 25 
imply 

F_r,r(z) = (-1) rr(r+ 1) 

X 1T-1/2~/2Z- r- 112Kr+ 112 (! z), (46) 

where Kr + 112 is a modified spherical Bessel function. 

III. PDF'S OF HALF-INTEGER AND INTEGER INDEX 

Those cases in which q is either a half-integer or an in­
teger are the ones of most interest in plasma physics and 
quantum electrodynamics. A number of additional proper­
ties of the PDF's Fq and Yq are known in these special 
cases. In this section we present these additional properties 
together with a number of simplified forms of the expres­
sions in Sec. II valid for integer and half-integer q. We also 
discuss the analytic properties of Fq (z) in more detail in 
these special cases. 

A. Half-Integer q 

Shkarofskyl7 obtained the following expression for 
Fq (z) for positive half-integer q in terms of the PDF Z (see 
Ref. 13), a number of whose properties are summarized in 
the Appendix: 

r(q)Fq (z) 
q- 3/2 

= L (-z)jr(q-l-j) +1T1/2 ( _Z)q-3/2 
j=O 

X [jzI /2ZUzI/2 )] (47a) 
q- 3/2 " . r . - 3/2 = £.. (- z)J (q - 1 - J) - 1T( - z)q 
j=O 

. XZ1/2~ erfc(zI/2). (47b) 
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Equation (47a) determines Fq (z) throughout the complex 
plane and leads to the series representation l7 

co 

r(q)Fq(z) = I (-z)jr(q-l-j) -hr( -Z)q-IeZ, 
j=O 

and to the asymptotic expression 17 

with 

co 

r(q)Fq (z) - - I r(q + j)( - z) - I-j 
j=O 

_ iU1r( - z)q - I~, 

{

O' 
(7= 1, 

larg(z) 1< 11", 

larg(z) I = 11", 
2, 11"< larg(z)I <211". 

(48) 

(49) 

The case of negative half-integer q can be treated using these 
results and (14). 

Analytic properties: Krivenski and Orefice20 derived the 
following expressions for .'F1/2 and.'F3/2 in terms of Z: 

.'F1/2 (Z, a) = - iZ + I(z - a) 112, 

.'F3/2 (Z, a) = - Z - la l12 , 

(50a) 

(50b) 

with 

Z± = ~ [Z{a I/2 + i(z - a) 1/2} 

± Z{ - al/2 + i(z _ a)1/2}]. (51) 

In practice only one root a l/2 is relevant in Eqs. (50) and 
( 51) since the other root leads to identical expressions for 
.'F1/2 (Z, a) and .'F3/2 (z, a). In general, however, both roots 
(z - a) 112 must be considered, implying that .'Fq (z, a) is 
double valued with a branch point atz = a [or, equivalently, 
that.'Fq (z, a) is defined on the same two-sheeted Riemann 
surface as (z - a) 1/2]. Equations (16), (50), and (51) to­
gether enable the functions.'Fq of half-integer index to be 
reexpressed in terms of the PDF Z in a similar manner to 
Fq (z) [( 47a)]. 

The expressions (51) and (A3) imply20 

.'Fq (z, a)~ - !a-1/2Zqza-1/2), (52) 

provided 1<14 Izl<lal, and - 511"14 <arg(aI/2 ) <11"14. 
The restriction on arg (a I 12) in (52) was first noted by Rob­
inson. ls 

The double valuedness of Fq (z) implies 
Fq (z*) # [Fq (z)] * in general, where the asterisk denotes 
complex conjugation. However, we can write 

Fq (W*2) = [Fq (W2)] * (53) 

for half-integer q. A modulus-argument diagram of Fs12 ( w2
) 

is shown in Fig. 1 for Iwl <2.8, Im(w»O as an illustration of 
the qualitative behavior of Fq (z) for q =~, ~, ... [by con­
trast FI 12 (z) has a singularity at the origin]. The asymptotic 
behavior (32) holds in the region larg(w) 1< 311"14 while 
Fs12(w) diverges exponentially for large Iwl if 311"14 
< larg(w) 1< 11". Complicated behavior persists for large val­
ues of Iwl when larg(w) I ~311"14; we have not investigated 
this behavior in detail. Figures illustrating other aspects of 
the behavior of Fq (z) and.'F q (z, a) have been published by 
Maroli and Petrillo,23 Airoldi and Orefice,19 Krivenski and 
Orefice,20 and Bornatici et al.2 
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FIG. 1. Modulus-argument diagram of FS/2(w2
) for Im(w);;,O and 

Iwl <2.8. Contours of constant modulus and constant argument (in de­
grees) are as labeled along the real axis and the semicircular boundary, re­
spectively. The origin is denoted by a large dot. The zero of FS/2(w2

) on the 
real axis is indicated by the letter z. 

Choice o/branch: Any line passing through the origin in 
Fig. I divides the w plane into two half-planes, each of whose 
image under the mapping w _ w2 is the entire complex 
plane. Hence there is an infinite set of possible pairs of 
branches for Fq if q is a half-integer. The two most symmet­
ric locations for the line of separation in the w plane are along 
either the real axis or the imaginary axis. These choices, 
however, correspond to branch cuts along the positive real 
axis and negative real axis, respectively, in the z plane (with 
z = w); they are thus inconvenient for calculational pur­
poses if Fq (z) is to be investigated near the real z axis, as is 
usually the case. A more convenient but less symmetric 
choice moves the branch cut to the negative imaginary axis 
in the z plane. This choice corresponds to the line of separa­
tion Im(w) = - Re(w) in the w plane. 

B.lntegerq 

The functions .'F q (z, a), Fq (z) of integer index are of 
interest in studies of the dispersion of Bernstein waves,9.10 
the dielectric properties of two-dimensional thermal plas­
mas,27 and quantum electrodynamics. 14.15 

Explicit expressions for Fq (z) for integer q are 

r(q)Fq (z) 

[ 

q-2 ] 
=(-I)q-I ~-I~EI(Z)- I (-1)~"!z'l-j-2, 

)=0 

for q = 1,2, ... with 

co (-z)j 
EI(z) = - y-Inz- I -~-.-, 

j = I J'J 
where y = 0.5772 ... is Euler's constant, and 

(54) 

(55) 

-q zi 
Fq(z) = r(l-q)~-I I -, (56) 

j=O J1 
for q = 0, - 1, - 2, ... (Ref. 25, Eq. 5.1.8). 

Analytic properties: If q = 1,2, ... then the Riemann 
surface for Fq has a countably infinite number of sheets due 
to the logarithmic contribution to EI (z) in (55); a branch 
point exists at the origin. The location of the principal 
branch is arbitrary except that it is usually chosen to include 
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those values of z satisfying arg (z) = 1T' but not those satisfy- f!IIl, m (z, a, A, s) 

ing arg(z) = - 1T'. If q = 0, - 1, - 2, ' , , then Fq (z) is sin- = (A /2s) [f!IIl+ I, m (z, a, A, s - 1) 
gle valued, as seen explicitly from (56). The symmetry prop-
erty of En (z) (Ref. 25, Eq. 5.1.13), the explicit expression - f!IIl + I, m (z, a, A, s + 1)]. (66) 

(56), and (10) together imply The ascending series for Is (z) is 

Fq(z*) = [Fq(z)]*, 

Yq (z*, a*) = [Yq (z, a) ]*, 

for any integer q. 

IV. PDF'S FOR WAVES WITH ARBITRARY 
PERPENDICULAR WAVE NUMBER 

(57a) 

(57b) 

The dielectric tensor of a weakly relativistic thermal 
plasma can be written in terms of integrals of the following 
form2

•
28 for waves with arbitrary perpendicular wave num­

ber: 

\{I = - i (00 dt (it)m eXP[izt - A( 1 - cos at) 
Jo (1 - it) I 

with 

A=A/(1-it), 

(58) 

(59) 

with m = 0, 1,2, I =~,~, ... , and where A and a are com­
plex constants. These integrals may be reexpressed using the 
identity 

(60) 
j= - 00 

to give 
00 

\{I = L f!IIl, m (z - aj, a, A,j), (61) 
j= - 00 

with 

f!IIl, m (z, a, A, j) 

100 (it)m [ at 2 ] = -i dt . I exp izt---. e-A~(A). 
o (1 - zt) 1 - zt 

(62) 

We make the following definitions, which are analogous 
to (3), (4a), and (4b): 

RI, m (z, A, s) = f!IIl, m (z, 0, A, s), 

f!IIl (z, a, A, s) = f!IIl,o (z, a, A, s), 

RI(z,A,s) =RI,o(z,A,s). 

A. Sums, recursion relations, series 

Equations (63a) and (63b) lead to 

m .(m) f!IIl, m (z, a, A, s) = L ( - 1)1 . RI _ j (z, a,)."s) , 
j~ 0 .J 

(63a) 

(63b) 

(63c) 

(64) 

which is analogous to (7). Analogs of (8)-(10) also are 
derived easily. 

The Bessel functions satisfy the identity 

Is(z) = (z/2s) [IS_I (z) -1s+ 1 (z)], 

which implies the following recursion relation: 
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(65) 

(67) 

Substitution of this series into (62) leads to the identity 

00 (A )2J+S 
f!IIl(z,a,A,s) = L -

J~O 2 

which in turn implies 

f!IIl(z,a,A,s) = (!A)'[lIr(s+ 1)]YI+ s (z,a), 

for 1..1. 1 < 1. A further series expansion is given by Eq. (71). 

B. Integral representations 

Use of the series (68) is cumbersome in general and may 
result in subtraction errors for some combinations of param­
eters. To avoid such problems it is desirable to have available 
integral representations of f!IIl (z, a, A, s). We derive such 
forms here. 

The quantity e - A Is (A) may be replaced in (62) using 

e - Als (A) = 2 100 
dx x exp [ - x2 (1 - it) ] 

(69) 

fors> - 1 (Ref. 26, Eq. 6.633.2). Upon reversing the order 
of the resulting integrals this gives 

f!IIl (z, a, A, s) 

= 2 Loo dx x exp( _x2 ) 

XJ:[ (U)1/2X ]YI _ 1 (z + x 2, a). (70) 

If the square of the Bessel function in Eq. (70) is expanded in 
powers of A we obtain 

f!IIl (z, a, A, s) 

= i (- ly(~)s+j 
J~O 2 

X r(2s + 2j + 1) 

r(s+j+ 1)r(2s+j+ I)J1 

XYI+s+j(z,a), (71) 

where we have anticipated Eq. (80) in simplifying this re­
sult. Use of the result 

e-AI.(A) = 21T'-1/2 100 
dxexp[ -x2(1-it)] 

XJ2s [(8A)1/2X ](I-it)1I2, (72) 

for s> -! (Ref. 26, Eq. 6.618.1) enables the following 
expression to be derived: 
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f1lI/ (z, a, A, s) = 21T- 1/2 LX) dx exp( - x2
) 

XJ2J (8A) I12x ]y/_ 1/2 (z + x 2, a). 
(73) 

Computational advantages of (70) and (73) are (i) the fac­
tors exp( - x2

) in these equations restrict the effective 
ranges of integration to relatively small intervals in x pro­
vided larg(z + x 2 - a) 1< 31T/2; (ii) ifA,z, and a have small 
imaginary parts (a case often considered in applications) the 
integrand in (70) does not oscillate rapidly in sign and so 
(70) is relatively straightforward to evaluate; and (iii) if A is 
real, the real and imaginary parts of f1lI/ separate as integrals 
ofthe real and imaginary parts of Y/_ I or Y/_ 1/2 • 

A further integral identity can be derived if the follow­
ing integral representation for Is (A) with s> -! (Ref. 25, 
Eq. 9.6.18) is substituted into (62): 

I (A) = (2A)s JI du(1_U2)s-1I2e -Au. (74) 
s 1T1/2r(s + p _ I 

Using (2), this relation yields the representation 

f1lI/ (z, a, A, s) 

= (~y JI du(1_u2y-1I2e -A(l+U) 
1T1/2r(s +!) _ I 
XY/+s(z -A -AU, a -A -AU). (75) 

Equation (75) has the particular advantage that the range of 
integration is finite. 

Note that the restrictions s > - 1 in (69) and s > -! in 
(72) and (74) do not diminish the usefulness of (70), (73), 
and (75) in evaluating f1lI/ (z, a, A,j) for negative integer j 
since then I j (z) = I _j (z) and ~ (z) = ( - l)jJ _j (z). 

C. Limiting cases 

The classical quantity corresponding to f1lI/ (see Refs. 2 
and 29) is reproduced if (1 - it) is replaced by unity wher­
everit occurs explicitly in Eqs. (59) and (62): 

f1lI/ (z, a, A, s) ~ - !a- 1/2e - ..lIs (A )Z(!za- 1/2 ). (76) 

The approximation made to f1lI/ by many authors3
O-

32 when 
a = 0 is recovered from (70) in the limit Izl>l, lal if 
larg(z) 1< 31T/2: 

(77) 

This result may also be obtained by replacing the factor 
(1 - it) by unity in (59) and (62). 

If we substitute the asymptotic form Is (A) for 
larg(A) I <1T/2 (Ref. 25, Eq. 9.7.1), 

Is(A)~(21TA)-1/2eA[1 - (4~ - I)/8A + ... ], (78) 

into (62) we obtain the asymptotic series 

f1lI/(z, a,A, s) -(21TA)-I12[Y/_ 112 (z, a) 

- (4~ - 1)Y/_ 312 (z, a)/8A + ... ]. 
(79) 

This result generalizes those of Lazzaro and Orefice33 and 
Airoldi-Crescentini et al.9

; it requires A>S2 for its validity. 
Note, however, that the analytic properties of (79) are dif­
ferent from those which arise from an expansion of (62) in 
powers of A (cf. Sec. III). 
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V. INTEGRALS INVOLVING PDF'S 

If we assume IA 1< 1, then each of the Bessel functions in 
(62), (70), and (73) may be approximated by the first term 
in its ascending series: 

Js (u)~(!u)'/res + l)~s (u). 

If we evaluate these three equations using this approxima­
tion and equate the results we obtain 

Yr+s(z, a) 

= dx x 2s + I exp( _ x 2) 2 l"" 
res + 1) 0 

xYr _ l (z+x2,a), r>l, (80) 

225+ Ir(s + 1) L"" = dx X2s exp( - x 2) 
1T1I2r(2s + 1) 0 

XYr- l12 (z + x 2, a), r>!. (81) 

Setting r = q + 1 and s = - pn (80) or r = q + ! and 
s = 0 in (81) we find 

Y q+ 112 (z, a) = 21T- 1/2 L"" dxexp( -x2)Yq(z+x2,a). 

(82) 

This expression is a generalization of a result obtained by 
Airoldi and Orefice l9 in the case a = O. Setting r = 1 and 
s = q - 1 in (80) or r = 1 and s = q - pn (81) we find 

xYo(z + x 2
, a), (83) 

which remains valid in the limit q _ O. If a = 0 then (41) 
implies 19 

Fq (z) = -- du uq- I _e __ . 1 L"" -U 

req) 0 u +z 
(84) 

Differentiation of (84) yields 12 

req)Fq,r(z) = (- I)'r! L"" du uq-Ie-u(u +z) -r-I. 

(85) 

Airoldi and Oreficel9 obtained the integral relation 

Y q+ 112 (z,a) =1T-
1/2 f:"" dxexp( _x

2
) 

XFq (z + x 2 - 2a I/2x), (86) 

which provides a useful link between the Shkarofsky and 
Dnestrovskii functions. An equivalent relationship was ob­
tained by Fidone et al. I in the special case q = 2. 

Further integrals: Upon setting r = ~ and a = 0 in (80) 
and replacing FI/2 (z) using (50a) and (A3) we find 

21T1/2 L"" Fs + 312 (Z) = e' dx 
r(s+ 1) 0 

XX2s+I(Z+X2)1/2 erfc[(z+x2)112], 
(87) 

which generalizes Eq. 6.281 of Ref. 26. 
Using FI (z) = e'EI (z) in (81) with r = ~ yields 

2
2s

+ Ires + 1)e' L"" 2s 2 Fs+ 312 (z) = 1/2 dxx EI(z+x). (88) 
1T re2s+ 1) 0 
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Further integrals may be obtained by reference to the sec­
tions on the incomplete gamma function, the exponential 
integral function, and the error function in Refs. 25 and 26. 

VI. CONNECTIONS WITH PDF'S USED BY OTHER 
AUTHORS 

In this section we make explicit the relation between the 
PDFs defined here and those introduced by a number of 
other authors. In several cases we modify the notations used 
by these other workers to make the parameter dependence of 
their functions explicit. We recall that the functions ( 1 ) used 
in this paper correspond to those employed in most discus­
sions of electron cyclotron waves, including those by Dnes­
trovskii et al.,16 Airoldi and Orefice,19 Krivenski and Ore­
fice,20 and Robinson. 18,24 Moreover, the function Wq (z, a) 

used by Maroli and Petri11023 and Bornatici et al. 2 is identical 
with Yq (z, a) as defined in (4a). The notations Y q, r (z, a) 
and Fq" (z) were introduced by Robinsonl8; Y q" (z, a) 
corresponds closely to the H function used by Airoldi and 
Orefice, 19 

The original functions introduced by Shkarofsky17 re­
sult from a series expansion ofTrubnikov's34 integral formu­
lation of the plasma dielectric tensor; they are defined by 

yShkar(z a a) 
q " 

= -i 1"0 dt[x(z,a)]-q 

xexp[z{1 - X(z, a)} - iazt], 

where z, a, and a are constants and with 

x(z,a) = [(1-it)2+2at 2jZ]1/2. 

(89a) 

(89b) 

In the limit lal<lJ'!hkar(z,a,a)=Yq (z-za,a). De 
Barbieri28 showed that a slightly different approach to the 
calculation of the weakly relativistic dielectric tensor yields 
plasma dispersion functions of the form ( 1 ); these appear to 
be the only functions to have been extensively employed in 
numerical calculations. 

The functions Wq (z, a) were defined by De Barbieri28 

to approximate srq (z, a): 

Wq (z, a) = - i i"" dt( 1 - it) - q exp[izt - at 2]. (90) 

These functions satisfy many analogous relations to those 
discussed in this paper for Y q (z, a) but their analytic prop­
erties are somewhat different. 

Imre and Weitzner l2 used functions closely related to 
Fq" and sr q, ,. In a modified notation their functions are 
defined by 

F(')(z) =~i"" dWW2q
-

1 

q r(q) 0 

X (w2 - r) - '-I exp( - w2 ), (91a) 

00 2j 
Y(')(z a) = " .!!..-.F(,+2})(Z) 
q' ~ ~ q+j , 

j=O J. 
where z and a are complex. We find 

1213 

F~')(z) = (-1)'Fq,,( -r), 
sr~')(z,a) = (-l)'srq,,( -r,a2

). 
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(9Ib) 

(92a) 

(92b) 

Imre and Weitzner l2 also introduced the more general 
PDF's defined (with a change of notation) by 

f exp( _x2 ) 
Z",m(z,a) =rr-3/2 d3xx7xii'--2.....::.:.::!:h~.2......:..:.....!..-' 

z- -r + aXil 
(93) 

where II and 1 denote components ofx parallel and perpen­
dicular to an arbitrary axis in three-dimensional x space. 
These functions reproduce those introduced by Stix (Ref. 
35, p. 177) and the usual plasma dispersion function 13 for 
appropriate choice of z, a, m, and n. 

The function q;/ (z, a, A, s) was introduced by Lazzaro 
and Orefice33 and Airoldi-Crescentini et al.9 in the special 
case I =~. 

VII. CONCLUSION 

The properties of relativistic plasma dispersion func­
tions relevant to the description of cyclotron waves in weak­
ly relativistic, magnetized, thermal plasmas have been re­
viewed and a substantial number of new results have been 
obtained, We have obtained new sum rules, differential 
equations, and integral relations for the Dnestrovskii and 
Shkarofsky functions and have investigated in detail the ana­
lytic properties of these functions and their connection with 
standard transcendental functions such as the incomplete 
gamma function. A more general class of PDF's relevant to 
waves with arbitrary perpendicular wave number also has 
been defined and investigated for the first time and many 
properties of these functions have been obtained. 

The results of this paper should be of considerable use in 
analytic work on electron cyclotron waves of all types and, as 
mentioned in the text, in quantum electrodynamics in strong 
magnetic fields. Numerical work will be facilitated by the 
variety of calculational tools presented (sums, recursion re­
lations, continued fractions, integral forms, series, etc.). 
Comparison of existing papers also will be made easier by the 
results in Sec. VI, which relate many of the different PDF's 
currently to be found in the literature to those discussed in 
detail here. 
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APPENDIX: THE PDF Z 

The PDF Z(u) is defined as follows for Im(u) > 0 [with 
analytic continuation to Im(u) <0] 13: 

Z(u) =rr- I/2 f"" dt exp( _t
2

) (Ala) 
-00 t-u 

= 2rr- 1/2u i"" dt exp( - t 2) . 
o t 2 

- u2 

An alternative definition valid for all u is 

Z(u) =2iexp( _u2
) J~oo dtexp( _t 2

), 

which yields 13 

Z(u) = irrl/2 exp( - u2 ) [1 + erf(iu)]. 

The differential equation satisfied by Z(u) is13 

P. A. Robinson 

(Alb) 

(A2) 

(A3) 

1213 



                                                                                                                                    

dZ(u) = _ 2[ 1 + uZ(u)]. 
du 

The following series and asymptotic series apply13: 

(A4) 

co (_ u2 )j1T1/2 
Z(u) = i1T1/2 exp( - u2 ) - u I (A5) 

j=O r(j+~) , 

with 

{

O' 
U= 1, 

2, 

Im(u) > 0, 

Im(u) = 0, 

Im(u) <0. 

(A6) 

Symmetry relations and other properties of Z(u) are 
discussed by Fried and Conte. 13 The general behavior of 
Z(u) for complex u may be seen from the modulus-argu­
ment plot ofthe function w(u) = Z(U)/i1T

1/2 given in Ref. 
25 (Fig. 7.3, p. 298). 
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A new class of "solvable" nonlinear dynamical systems has been recently identified by the 
requirement that the ordinary differential equations (ODE's) describing each member of this 
class possess nonlinear superposition principles. These systems of ODE's are generally not 
derived from a Hamiltonian and are classified by associated pairs of Lie algebras of vector fields. 
In this paper, all such systems of n<:3 ODE's are integrated in a unified way by finding explicit 
integrals for them and relating them all to a "pivotal" member of their class: the projective Riccati 
equations. Moreover, by perturbing two parametrically driven projective Riccati equations (thus 
making them nonsolvable in the above sense) evidence is discovered of chaotic behavior on the 
Poincare surface of section-in the form of sensitive dependence on initial conditions-near a 
boundary separating bounded from unbounded motion. 

I. INTRODUCTION 

In recent years there has been great progress in the 
mathematical analysis of nonlinear dynamical systems of n 
first order ordinary differential equations (ODE's) 

dx· 
-' ==,X. = F. (x,t), i = 1,2, ... ,n, 
dt ' , 

(1.1 ) 

x=(xl, ... ,xn ), which are coupled in a nontrivial way. For 
example, it has been widely recognized that most (nonlin­
ear) dynamical systems (1.1) are, in general, nonsolvable, 
by the known analytical methods, and possess classes of so­
lutions, which depend extremely sensitively on the initial 
conditions, giving rise to regions of so-called chaotic behav­
ior in phase space.1-5 The presence of these chaotic regions 
is, in fact, a consequence of the nonintegrability of ( 1.1 ), i.e., 
of the nonexistence, in general, of n global, independent, 
analytic integrals of the motion. 1-5 

There are, however, many physically interesting inte­
grable examples of systems (1.1), which have attracted the 
attention of many researchers: they correspond to special 
choices of the functions F; (x,t), and are of practical impor­
tance, in that minor deviations from these choices are not 
likely to bring about major changes in the overall behavior of 
the system. Recently, there has been considerable progress 
in the identification and analysis of completely integrable 
Hamiltonian systems,5-9 where (1.1) are Hamiltonian's 
equations of motion, with n = 2N, and (x;, x; + N) N canoni­
cally conjugate pairs.3 

Our interest here is in the integration of a class of nonlin­
ear systems (1.1), which are not derived from a Hamilton­
ian, and which have been identified by the requirement that 
they possess nonlinear superposition principles 10-13; this 
means that their general solution can be expressed in terms 
of a finite number of particular solutions. 

In this paper, we identify by their Lie algebras, all sys-

tems (1.1) with n<:3 having superposition principles, find 
simple integrals of motion for them, and obtain their general 
solution by relating them all to a "pivotal" member of their 
class: a system of n projective Riccati equations. II In some 
cases we were even able to do this for arbitrary values of n. 

We thus completely integrate, in a unified way, all inde­
composable systems of n = 3 ODE's (1.1) with superposi­
tion principles, identified in the Appendix by the general 
classification of Ref. 13. It is worth noting that these systems 
could also have been integrated using the particular superpo­
sition rule valid in each case, or by embedding them all in 
higher-dimensional linear systems with time dependent co­
efficients. II

- 13 

However, the new integration method presented here 
has several advantages of its own: it is simple, direct, and 
reveals a deep connection between all these systems and a 
single one of them-the projective Riccati equations. More­
over, it is reminiscent of a similar approach, recently intro­
duced, to find exact integrals of two-degrees-of-freedom Ha­
miltonian systems.9 

It was recently shown that all indecomposable systems 
of ODE's with (nonlinear) superposition principles are re­
lated to the transitive primitive action of a Lie group G on a 
homogeneous space G /Go (see Ref. 13). Thus, to each alge­
bra-subalgebra pair {.fP,.fP o}, defining a transitive primi­
tive Lie algebra, we can associate a family of ODE's, whose 
representative is unique up to a choice of coordinates on 
G / Go' i.e., up to an arbitrary invertible change of dependent 
variables in the equations. 

The Lie algebra .fP, corresponding to the Lie group G, is 
the algebra of vector fields in Lie's theorem. 10.11 The subal­
gebra .fP 0, corresponding to the isotropy group Go of the 
origin in G /Go consists of vector fields vanishing at the ori­
gin. The pair {.fP ,.fP o} is said to determine a transitive 
primitive Lie algebra if (i) .fP 0 is a maximal subalgebra of 
.fP and (ii) .fP 0 does not contain an ideal of .fP. 
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The number of ODE's corresponding to a pair {2", 2" o} 
iS I2,13 

n = dim 2" - dim 2"0' ( 1.2) 

All the families of transitive primitive Lie algebras and their 
corresponding systems of ODE's integrated in this paper are 
explicitly constructed in the Appendix starting from 
{2",2" o} pairs with n<3 in (1.2). For n = 3, we find four 
types of indecomposable systems of real equations with su­
perposition formulas: (a) projective Riccati equations 
(PRE's) associated with the Lie algebras 2" = sl( 4,R) and 
2" 0 = aff(3,R) (affine transformations of a real, three-di­
mensional vector space); (b) one type of conformal Riccati 
equations (CRE's) associated with the Lie algebra pair 
2" = o( 4,1) and 2"0= sim(3); (c) one type ofCRE's asso­
ciated with 2" = 0(3,2) and 2"0 = sim(2,1) [sim( p,q) is 
the similitude algebra of p + q-dimensional Minkowski 
space]; and (d) a system of three real equations with fourth­
order polynomial nonlinearities associated witli the Lie alge­
bra 2" = su (2,1) and a subalgebra 2" 0 of affine transforms. 

In addition to these four systems of equations we consid­
er two more types, one related to the action of 2" = sp( 4,R) 
and the other to 2" = sp(2,R) ED sp(2,R). These "symplec­
tic Riccati equations" (SRE's) for n = 3 are equivalent to 
one of those discussed above, but their integration presents 
new features and the equations have independent physical 
interest. In any case, for n > 3, the SRE's are not equivalent 
to any other of the systems described here. Finally, we also 
consider the only two independent types of complex ODE's 
with n = 3, having superposition formulas: the sl(4,C) 
PRE's and the 0(5,C) CRE's. 

We have successfully applied our integration method to 
all indecomposable systems of (n = ) 3 ODE's with super­
position principles. Whether it is more generally applicable, 
for n arbitrary, is still an open question. So far, we have 
integrated, by "dimensional reduction" (see Sec. II), sys­
tems ofn projective Riccati equations. We have reduced sys­
tems of n conformal Riccati equations to n + 1 PRE's (Sec. 
III) and shown (see the Appendix and Sec. IV) that a sys­
tem of 2( p - 1) real "pseudounitary Riccati equations" 
[based on SU ( p,I)] has the form of a system of p complex 
PRE's with one additional constraint. Since the complexity 
(and number) of these systems increases significantly with 
increasing n, we have chosen to postpone the analysis of oth­
er n > 3 cases to a future publication. 

In Sec. II we integrate a system of n real (or complex) 
projective Riccati equations by a successive "dimensional 
reduction" to a system of (n - 1), (n - 2), etc. PRE's, 
down to a single Riccati equation. To do this, all we need to 
know at the k th stage is one particular solution of the corre­
sponding system of k PRE's. 

In Secs. III and IV we reduce a system of n conformal 
Riccati equations, two systems of three symplectic Riccati 
equations and one system of pseudounitary ODE's to sys­
tems of projective Riccati's, to which the dimensional reduc­
tion of Sec. II can be applied. This is done in a unified way as 
follows: Consider the subgroup GL C G that acts linearly on 
the space GIGo. Find its quadratic invariant U(X I ,x3'''''Xn ) 

(ifit exists) expressed in terms of the coordinates on GIGo, 
and use it as an (n + I )st dependent variable. The resulting 
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ODE's describe the time evolution of Xi (t) and u(t) in a 
consistent manner, and are cast in the form of (n + 1) pro­
jective Riccati equations. 

Finally, in Sec. V, we discuss our results in connection 
with recent work on the integrability of non-Hamiltonian 
systems possessing the Painleve property 14, 15 (i.e., whose so­
lutions have no movable singularities in the complex t plane 
other than poles). 16 In fact, all systems discussed in this pa­
per do possess the Painleve property, since they are lineari­
zable, in a precise sense, in spaces of higher dimensions. 11-13 

To demonstrate, however, what can happen to the solu­
tions of our systems, when the equations are slightly modi­
fied away from their integrable Painleve-like form, we inte­
grate numerically, in Sec. V, a set of two parametrically 
driven, perturbed projective Riccati equations. What we find 
is that in "sensitive regions" of phase space--e.g., near a 
boundary separating bounded from unbounded motion­
the solutions appear to exhibit, indeed, a chaotic behavior. In 
particular, we observe an extremely sensitive dependence on 
the choice of initial conditions,l-4 on a Poincare surface of 
section. 

II. INTEGRATION OF PROJECTIVE RICCATI 
EQUATIONS 

Since they tum out to playa central role in the integra­
tion of all other systems of ODE's with superposition princi­
ples discussed in this paper, we integrate first a system of 
projective Riccati's (PRE's), written in its most general 
form as ll 

n n 

xp. = ap' + L bp.vxv + xp. L CvXv' (2.1) 
v=l v=) 

J.l = 1,2, ... ,n, where ap" bp.v' and Cv are arbitrary functions 
oft. 

It has already been shown II that the general solution of 
(2.1) can be expressed algebraically in terms of n + 2 generi­
cally chosen particular solutions. Moreover, it is also known 
that, with the substitutionxp. = Yp.lyo, J.l = 1,2, ... ,n, (2.1) is 
transformed into a system of n + 1 linear equations. This 
transformation shows by itself that the PRE's are ofPainleve 
type, since the only possible movable singularities they can 
have are poles [zeros of YoU)]. For special choices of ap" 
bp.v' and Cv' PRE's commonly arise in physical applica­
tions. ls 

In this section, we present an alternative approach to 
integrating (2.1) by "dimensional reduction," i.e., by using 
at each step one particular solution of k PRE's to reduce the 
system to k - 1 equations of the same type. Thus, with n 
particular solutions (one for each system of n, n - 1, ... ,2, I 
PRE's), the general solution of (2.1) can be obtained by 
quadratures. 

To see this, all we need to demonstrate here is the first 
step of this procedure, since all subsequent steps can be per­
formed in exactly the same way: Denoting a particular solu­
tion of (2.1) by xp. = ap' (t), we introduce new variablesyp. 
in (2.1), 

Xp. Yp. + ap' (t), J.l = 1,2, ... ,n, 

in terms of which (2.1) becomes 
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PI PI 

YJ.' = I BJ.'''Yv + YJ.' I C"y", ft = l, ... ,n, (2.3a) 
v=1 v=1 

where 
n 

BJ.'v==bJ.'v +aJ.'cv + c5J.'V I cAaA, 
A=I 

(2.3b) 

and the inhomogeneous terms have dropped out, since aCt) 
is a particular solution of (2.1 ). 

Multiply now the,uth equation (2.3) by Yn and the nth 
equation by Y J.' and subtract to obtain 

PI PI 

YJ.'YPI - Y"YJ.' = Y .. I BJ.'vY" - YJ.' I B"vY", 
v=l v=l 

,u = 1,2, .•. ,n - 1. (2.4) 

Dividing both sides of (2.4) by ~ and introducing the new 
variables 

ZJ.' = YJ.'/Y'" ,u = 1,2, ... ,n - 1, (2.5) 

we find that (2.4) takes the form of (n - 1) PRE's: 
,,-I n-I 

ZJ.' = BJ.'n + I CJ.'vZ" - ZJ.' L Bn"z", ,u = t, ... ,n - 1, 
,,= I v=1 

(2.6) 

with CJ.''' BJ.'v - {jJ.'"Bnn · 
This procedure can now be repeated (n - 1) times 

down to a single Riccati equation, which, after being made 
homogeneous by a particular solution, can be solved easily 
by quadratures, i.e., by a linear ODE of first order. The gen­
eral solution is now obtained by going up the "ladder" of the 
PRE systems described above, solving by quadratures, at 
every step, a single homogeneous Riccati in the denominator 
variable of the transformation equations. At the last step, for 
example,knowingallthezJ.",u = 1, ... ,n -1,asfunctionsoft 
and (n - 1) arbitrary constants, we express the Y J.' in (2.5) 
in terms of Y PI' substitute them in the,u = n equation (2.3) 
and solve the final Riccati 

Y .. = y" Ct:BJ.'''Z'' + Bn" } + ~ [~: C"zv + Cn }, 

(2.7) 

by quadratures, to find the nth arbitrary constant, and hence 
the complete solution of the problem. 

The integration method described above is especially 
efficient for systems of PRE's whose coefficients are inde­
pendent of t. In that case, the particular solution a(t) of 
(2.1) can be chosen with all its components aJ.' constants 
satisfying the algebraic PRE equations aJ.' + ~bJ.'va" 
+ aJ.' u"a" = O. The coefficients in the dimensionally re­

duced PRE's (2.6) will also be constants and this will be 
continued all the way down to the single equation (2.7), 
which can be directly integrated. 

III. INTEGRATION OF CONFORMAL RICCATI 
EQUATIONS 

We now proceed to illustrate our general method ofinte­
grating systems of ODE's with superposition formulas, on 
the conformal Riccati equations (eRE's) (A7), 

i = P +Ex +ax + x(yTix) -!y(xTix), 

Ei+iET=O, (3.1) 
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(y1Jz) YIZI + .,. + YpZp - Yp+ IZp+ I - ••• - yp+qzp+ q, 

by reducing this system of n ( = p + q) equations to n + 1 
projective Riccati's. The simplest way of doing this is to in­
troduce the invariant O( p,q) length as a new variable 

u(x) = (x,x) = (xTi:x:). (3.2) 

[Note that O( p,q)=GL is the subgroup of 
o ( p + 1, q + 1) that acts linearly on the considered space. ] 
As a consequence of the eRE's, the variable u satisfies 

U = u[ (yTix) + 20] + 2( pTix). (3.3) 

Thus, combining (3.1 )-( 3.3), we immediately arrive at the 
desired system of n + 1 PRE's in x and u: 

i = P + Ex + ax - !yu + x( yT ix), 

U = 2(I3T]x) + lou + u(yTix). 
(3.4) 

To solve this system, we can use the method of dimen­
sional reduction, described in Sec. II. At t = 0 we impose 
(3.2) as part of the initial conditions; Eqs. (3.4) then guar­
antee that this condition will hold for all t, so that x will 
indeed solve the eRE's (3.1). 

An alternative (but equivalent) approach, which turns 
out to be more convenient to use in some other cases (see 
Sec. IV), is to look for integrals of (3.1) ofthe form 

C=u(x) + (fTix) +10, (3.5) 

where u(x) is the invariant (3.2), and f (ft, ... ,/ .. ) andlo 
are functions of t to be determined as follows: Setting 
dC / dt = 0 and using Eq. (3.3) for u and (3.1) for i we find 
first that the quadratic (in XI) terms identically cancel out. 
Since the resulting equation must hold for all x, we set the 
coefficients of the linear (in Xi) terms equal to zero and 
arrive at the following system of ODE's for f and/o: 

f = - 213 + af + Ef + loy - !f(yTif), 

io=2a1o- (pTif) -!/o(yTif). 
(3.6) 

again a set of (n + 1) PRE's to be solved by the method of 
Sec. II. 

Now the n + 1 independent solutions (fiJ~) of (3.6), 
i = 1.2 ..... n + 1. provide n + 1 independent integrals of 
(3.1) of the form (3.5), i.e., 

C i = u(x) + (fiTix) + /~. i = 1, ... ,n + 1. (3.7) 

Subtracting the C 11 + I integral from all the others leads to n 
linear inhomogeneous algebraic equations for the n compo­
nentsofx 

(fiT - t<" + llT)ix) = C I - C"+ I - /~ + /~ + 1, (3.8) 

from which we can directly obtain the general solution x(t) 
ofthe eRE's (3.1). 

IV. INTEGRATION OF SYMPLECTIC AND 
PSEUDOUNITARY SYSTEMS OF ODE'S 

In this section we integrate two different types of sym­
plectic Riccati equations with n = 3 introduced in the Ap­
pendix for the group G = Sp( 2N,F) [cf. (All)] and for the 
group Sp(2N, F) ® Sp( 2N, F). Both can be reduced to equa­
tions we have already integrated in the previous sections. 
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However, since for n > 3 this reduction can no longer be done 
and since their actual form is sufficiently different from 
CRE's and PRE's, we proceed to integrate them here inde­
pendently. To do this, we apply the integration procedure 
described in Sec. II introducing a new variable u(x), which 
is the invariant of the subgroup GL C G acting linearly on 
the corresponding space G /Go. 

We start with the SREI system of Eq. (All), which, 
with N = 2 and n = N(N + 1 )/2 = 3, yields the following 
system of ODE's: 

x = Cll + 2allx + 2a'2Y + gllX
2 + 2g,~y + g22y

2
, 

y = C'2 + a21x + (all + a22 )y + a,~ + gllXY (4.1) 

+ g'2(XZ + y2) + g22YZ, 

Z = C22 + 2a2,y + 2a2~ + glly
2 + 2g'2YZ + g2~' 

where C ij' aij' andgij are the matrix elements of C, A, and Gin 
(All), respectively. The subalgebra of sp(4,R) that acts 
linearly on the space (x, y,z) is sl(2,R) given by the matrix A 
(with C = G = 0). The invariant of the corresponding 
group SL(2,R) to be used in the construction of integrals of 
the form (3.7) is the det W, i.e., 

u(x)= -detW= -detC ~)=y2_XZ. (4.2) 

Using (4.1) we find the corresponding ODE for u and com­
bine it with (4.1) to obtain a system of four projective Ric­
cati equations for the variables x, y, z, and U 

x = Cll + 2a 11x + 2a22 y + g22u 

+ X (gllX + 2g,2Y + g2zZ) , 

y = C12 + 2a21x + (all + a22 )y + a,~ 
- g'2U + y(gllX + 2g'2Y + g2~)' (4.3) 

Z = C22 + 2021 Y + 2a2~ + gllU 

+ Z(gl1x + 2g12 y + g2~)' 
U = - C2~ + 2C'2Y - CllZ + 2(a" + a22 )u 

+ u(g"x + 2g'2Y + g2~)· 
This system of PRE's can again be solved by dimensional 
reduction as in Sec. II, with the constraint (4.2) imposed at 
t = 0 as part of the initial conditions. 

The SRE2 system, on the other hand, related to the 
semisimpleLiealgebra.Y = sp(2N,R) ~ sp(2N,R), seeEq. 
(A24), for N = 1, takes the form 

x=a, +b3y-b~+a,( _x2+yz) -a~z-a3xy, 

y = a2 + 2b~ - 2b,y - 2a,xy + a~2 - a3y 2, (4.4) 

Z = a3 - 2b~ + 2b,z - 2a,xz - a~ + a3x2. 

The subgroup ofSp(2,R) ® Sp(2,R) that acts linearly on the 
underlying space (x, y, z) is itselfGL -Sp(2,R) -SL(2,R). 
Its invariant is det V and hence we set for our u(x) 

u(x) = -det V= -dete ~J=X2+yZ. (4.5) 

Calculating now u with the aid of ( 4.4) and combining the 
equations for x, y, z, and u together we obtain again a special 
case of PRE's 

x = a, + b3y - b~ +a,u -X(2a'X + a3y +a~), 
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y = a2 + 2b~ - 2b, Y + a2u - y(2a,x + a3y + a~), 
(4.6) 

Z = a3 - 2b3x + 2b,z + a3u - z(2a,x + a3y + a~), 
U = 2a,x + a3y + a~ - u(2a,x + a3y + a~), 

which can be solved by dimensional reduction, with the con­
straint (4.5) imposed at t = o. 

Finally, we tum to the "pseudounitary" ODE's (AI9) 
of the Appendix, based on the action of SU ( p, 1 ). The sub­
group of SU ( p, 1) that acts linearly on the corresponding 
Grassmannian is SU ( p - 1) and its invariant is precisely 
the "unitary length" defined in (A18) by 

u(s) = - !(st.s) = - !(sTs, + ... + s:-,Sp-t)· 
(4.7) 

Here, however, the original equations of the system are al­
ready in (complex) projective Riccati form 

;=ic+ (a+a·)~+ (JJt,s) +~ [-if~+ (at,s»), 
(4.8) 

~= -JJ+a~+Es+a·s+s[ -if~+ (at,s»), 
where ~ = u + ix, cf. (AI7). We thus prefer to solve this 
system of PRE's directly (e.g., by the method of dimensional 
reduction), choosing initial conditions such that ( 4. 7) is sat­
isfied at t = O. Since (4.7) is a group invariant, it will then be 
satisfied for all t;;.O, and the complete solution of the prob­
lem will have been determined. 

V. EVIDENCE OF CHAOS IN A SYSTEM OF TWO 
PERTURBED PRE'S 

In recent publications'4,t5 there have been attempts to 
connect the concept of integrability of dynamical systems to 
the Painleve property8,9 of their solutions in complex t. In 
these investigations, dynamical systems (generally non-Ha­
miltonian) having the Painleve property, were always found 
to fall in one of three categories'4: they either (A) possessed 
as many integrals as the order of the system, analytic in t and 
polynomial in the dependent variables; (B) could be trans­
formed to a system of linear ODE's (with time-dependent 
coefficients); or (C) could be reduced to one of Painleve's 
second- (or possibly higher-) order transcendental equa­
tions.'6 

Clearly, the above classification represents only a first 
attempt at defining integrability in generally non-Hamilton­
ian dynamical systems. For example, there is an obvious 
overlap between (B) and (A) above, since, for a system of n 
linear ODE's, we can always write down n integrals, as linear 
combinations of the dependent variables, having as coeffi­
cients the elements of the fundamental solution matrix of the 
system. Be that as it may, there is by now considerable analy­
tical and numerical evidence that dynamical systems pos­
sessing the Painleve property have globally "regular" solu­
tions,7-9 while infinitely branched singularities in complex 
time t can lead to "chaotic" or "turbulent" motions in real 
time.5,t7 

The systems we have analyzed in this paper belong to 
category (B) above, since they can all be linearized in spaces 
of higher dimensions. 13 In that sense, they possess, of course, 
the Painleve property and are expected to be free from 

Bountis, Papageorgiou, and Winternitz 1218 



                                                                                                                                    

"strange attractors," infinite period-doubling sequences, or 
any other such type of chaotic phenomena. 

To investigate how systems with superposition princi­
ples behave and what might happen if they are perturbed 
away from their precise algebraic form, we have studied the 
following system of ODE's: 

oX = y + x(c1x + C2Y)' 
(5.1 ) 

Y = - (2 + Qcos 2t)x + y(c1x + C3Y)' 

Note that for C3 = C2 these two equations form a system of 
PRE's of the type we analyzed and explicitly solved in Sec. 
II, and possess the Painleve property (generally violated for 
C3 ,cc2). Moreover, since all systems of ODE's with superpo­
sition principles studied in this paper can be reduced to 
PRE's (see Secs. III and IV), we might expect the analysis of 
equations such as (5.1) to have a wider applicability and a 
more general significance. 

Before taking C3,cC2 to see what happens in the non­
PRE case, let us first take C3 = C2 and write down the general 
solution of (5.1), as obtained, for example, by the methods 
of Sec. II: 

xU) = U , y(t) = ux(t) , (5.2) 
(K - c1S'u ds - C2U) U 

where u (t) is the general solution of the Mathieu equation 18 

d 2u - + (2 + Qcos 2t)u = O. (5.3) 
dt 2 

Here K and the ratio of the two arbitrary constants in the 
general solution of (5.3) are the two free constants in (5.2) 
to be specified by the initial conditions x(O),y(O). 

Take, for example, the case Q = 0 first: If we write the 

solution of (5.3) as u = A cos f/J (f/J=.,[it + f/Jo), solve Eqs. 
(5.2) for cos f/J, sin f/J, and use cos2 f/J + sin2 f/J = 1 to elimi­
nate f/J, we obtain a one-parameter family of conic sections 

x 2(K '2 - ci) + y2(2K '2 - ci )/4 + clc~y 
-2c~+Cly-1 =0, (5.4) 

K 1 -K / A. Thus, for values of K 12 > ci + ci /2, we find that 
the exact solutions trace out ellipses around the origin of the 
x, y plane, where the motion is oscillatory and bounded, see 
Fig. 1. These ellipses limit on a parabola and for K 12 < ci 
+ ci /2 all solutions run away to infinity along hyperbolas. 

FIG. 1. Solution trajectories of system (5.1) with C3 = C2 and Q = 0, given 
by the conic sections (5.4), for three different initial conditions within the 
region of bounded motion; c, = 0.3, c2 = 0.6. 
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Unbounded 
Motion 

Q=O.O 

x 

FIG. 2. One solution of (5.1 ) at Q = Oandc3 = C2 - 0.1, c, = 0.3, C2 = 0.6, 
starting near the x < 0 part of the boundary separating bounded from un­
bounded motion. 

In the case C3,cC2 (and Q=O), Eqs. (5.1) no longer 
possess nonlinear superposition rules and hence cannot be 
integrated by the methods of this paper. Integrating them 
numerically, we find that C3 = c2 - 0.1, for example, intro­
duces an overall dissipative effect on the motion and makes 
the origin an equilibrium of the stable spiral type, 1 see Fig. 2. 

On the other hand, for C3 = c2 and Q ,c 0, Eqs. (5.1) are 
still of the projective Riccati type and the situation is not 
very different from the Q = 0 case. The system, however, is 
no longer autonomous and Eqs. (5.1) are not invariant un­
der time translations. Thus, together with the initial condi­
tions (x(to),y(to»), the initial time to must also be specified 
for a unique determination of each solution (since now solu­
tions can intersect themselves on the x, y plane, without be­
ing necessarily periodic). 

To take this into account, we shall study the system 
(5.1) in the extended phase space x, y,t making use of the 
periodicity of the time-dependent term Q cos 2t. In other 
words, we shall consider Poincare "surfaces of section"l-4 
and plot orbits (i.e., intersections of solutions) in the x,y 
plane at t = k1T intervals (k, integer). One such section is 
shown, for example, in Fig. 3 for three orbits corresponding 
to three different initial conditions. 

Interestingly enough, the conic sections of Fig. 3 can 
also be obtained analytically starting with (5.2): Evaluating 
x,yatt = k1T, we eliminate sin (ak1T) and cos (ak1T) (aisthe 

Unbounded 
Motion 

y 

·.r;?. ............ " .. 

x. 
Q.0.2 

FIG. 3. Intersections of solutions of (5.1) at c3 = C2' with the surface of 
section x, y at t = 0, ± fT, ± 2fT, ... , for three different initial conditions 
within the region of bounded oscillations. 
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y ..... 
Unbounded .. " 1.5 Q. 0.2 
Motion 

-I :' .'. . . '1 2 

x 
. C3 =C2 -O.1 

FIG. 4. Intersections of one solution of (5.1) with the Poincare surface of 
section, with initial conditions very close to the x < 0 part of the boundary; 
CI = 0.3, c2 = 0.6, C3 = 0.5. Note that, at Q = 0.2, curves spiraling towards 
(0,0) can still be confidently traced through the points. 

Ploquet exponentl8
) as described above, and arrive at an 

equation similar to (5.4). The only difference now is that the 
coefficients of the terms x2, y2, xy, etc. in (5.4) contain sums 
ofthe Fourier coefficients of the Mathieu function solutions 
of(5.3). 

Taking now C3 = C2 - 0.1 and Q ;f0 we plot in Figs. 4 
and 5, the intersections (t> 0) of one solution starting in 
each case with initial conditionsy(O) = 0, and anx(O) very 
close to the smooth boundary-which still exists!-separat­
ing bounded from unbounded motion. The existence of this 
boundary can be verified by numerically integrating (5.1) 
backwards, and observing all solutions tend to it as 
t-+ - 00. 

But, what is especially interesting about these two fig­
ures is the way the solutions behave near the x < 0 part of the 
boundary: Observe the sudden changes in the direction of 
the tentaclelike "curves" that could be traced through differ­
ent groups of points as they spiral towards the origin, for 
Q = 0.2, in Fig. 4. In fact, as Q increases further, these 
"curves" change direction so sharply and accumulate near 
the x < 0 part of the boundary so densely, that it becomes 
impossible to trace them out visually with any degree of con­
fidence, see Fig. 5. This results in a kind oftransient chaotic 
behavior on the Poincare map: As long as solutions remain 

. Q=0.5 

l' 2 

C3 =C 2 -O.1 

FIG. 5. Same as Fig. 4, at Q = O.S. Note that here the intersections of one 
solution wander around "chaotically" before settling in their spiraling mo­
tion towards the origin. 
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close to this boundary, they oscillate in a very erratic and 
irregular fashion and produce sequences of points that de­
pend very sensitively on the choice of initial conditions. 

This sensitive dependence on initial conditions is gener­
ally accepted as evidence of chaos, or chaotic behavior in 
nonintegrable dynamical systems. l

-4 It occurs most fre­
quently near the intersections of stable and unstable invar­
iant manifolds associated with (linearly) unstable fixed 
points (or unstable periodic orbits) of the Poincare map. 
These intersecting manifolds can actually evolve into the so­
called "strange attractors," about which so many results 
have appeared in the recent scientific 1iterature.4

,19 

Of course, the chaotic behavior we have observed here 
has nothing to do with strange attractors, or any other of the 
known "scenarios" of chaos, associated with different bifur­
cation phenomena.2o It does suggest, however, that chaotic 
behavior-in the sense of sensitive dependence on initial 
conditions--can also arise in certain regions of nonintegra­
ble dynamical systems that are expected to be "sensitive," as, 
e.g., near a boundary separating bounded from unbounded 
motion. 

Undoubtedly, different perturbations of systems of 
ODE's having superposition principles will produce differ­
ent nonintegrable dynamical systems, exhibiting a variety of 
chaotic phenomena. What we described in this section was 
but one example. A more complete investigation of such per­
turbations is currently in progress and new results will be 
reported in future pUblications. 

VI. CONCLUSIONS 

Our main conclusion is that the existence of superposi­
tion formulas for equations of type (1.1) can be used as a 
sufficient (albeit not necessary) criterion of integrability. 
Moreover, for n<3 we have integrated all indecomposable 
systems of such equations. In Sec. V we have indicated the 
difference in the behavior of solutions of equations allowing, 
or not allowing, superposition formulas, respectively. 

I t should be stressed that the classification of systems of 
ODE's obtained in the Appendix and listed in the Introduc­
tion is exhaustive for n<3. Each set of equations obtained 
represents an equivalence class of equations. Indeed, per­
forming an arbitrary change of coordinates on the space 
G /Go (see the Introduction), i.e., an arbitrary invertible 
and sufficiently smooth change of dependent variables x; 
= ¢; (YI, ... ,Yn) (i = 1, ... ,n) in (1.1), we obtain a system of 

equations, that may look completely different, but shares all 
the integrability properties of the original set of equations. 

It is quite easy to identify a system of equations of type 
( 1.1 ) with a superposition formula, making use of a theorem 
due to Lie.21 Indeed, in order to allow a superposition for­
mula, Eqs. (1.1) must have the form 

dx. r 
-' = IZa(t)t;,a(x), i= 1,2, ... ,n 
dt a= 1 

(6.1 ) 

(for some finite r) and the vector fields 

n a 
x a = It;,a (x) -, a = 1, ... ,r, 

;=1 ax; 
(6.2) 

must generate a finite-dimensional Lie algebra 
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(6.3) 

The vector fields (6.2) can be read off directly from the 
equations. If they generate a finite-dimensional Lie algebra, 
then the structure constants /abc are given by (6.3). They in 
tum completely identify the algebras L and Lo of the Intro­
duction, and hence tell us in which equivalence class of equa­
tions we are. For further information on this subject we refer 
to earlier publications, in particular Ref. 13. 
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APPENDIX: INDECOMPOSABLE LOW-DIMENSIONAL 
SYSTEMS OF ODE'S WITH SUPERPOSITION 
PRINCIPLES 

In this appendix we list all transitive primitive Lie alge­
bra pairs {2',2' o}, 2'::J 2' 0' which give rise to the systems 
of nODE's, n<;;3, integrated in this paper. We make use of 
the known classification of all transitive primitive Lie alge­
bras and write down the corresponding ODE's explicitly, in 
the low-dimensional cases analyzed in Sees. II, III, and IV. 
For more details on this classification of Lie algebras and its 
connection to systems of ODE's as well as references to the 
original work, see Ref. 13. 

To start with, two main possibilities are distinguished: 
either (i) 2' is a simple Lie algebra, with 2'0 being either a 
maximal parabolic subalgebra or a maximal reductive subal­
gebra, or (ii) 2' is a semisimple (but not simple) Lie alge­
bra. There is a third possibility: that 2' is not semisimple but 
2' :::: 2' 0 + V, where V is Abelian and 2'0 acts faithfully 
and irreducibly on V, thus being a reductive and in particular 
simple or semisimple subalgebra. However, this case leads to 
inhomogeneous linear ODE's and will not be discussed 
further since our interest here is in nonlinear systems. 

In many cases we find it convenient to write down the 
nonlinear ODE's with superposition formulas for n arbi­
trary, and only afterwards reduce to n<;;3. Thus, we do not 
discuss here all possible families of such ODE's but only 
those that provide systems of n <;; 3 equations. (Certain fam­
ilies start with n > 3, while others provide systems, which for 
n<;;3 are equivalent to some we have already listed.) 

It should also be mentioned here that the explicit form 
of the systems of ODE's we are considering is coordinate 
dependent. Indeed, an arbitrary (invertible) change of de­
pendent variables will lead to different (but equivalent) sys­
tems of equations. Finally, although our emphasis in this 
paper is on systems of n <;; 3 real equations, we also discuss for 
completeness complex transitive primitive Lie algebras, 
leading to n <;; 3 complex equations. 
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A • .Y Is a simple Lie algebra 

1 • .Y (J Is a maximal parabolic subalgebra 

o . .Y = sl(N, F), F= R or C. We realize .Y by the 
N X N matrices 

X=( C 
-D 

A) CeF1X1, AeF1Xk, 
-B ' DeFkxl, BepkXk, 

(AI) 

with Tr C = Tr B, 1+ k = N, 1 <k<l. The subalgebra 
2' 0 = aff( I,k, F) corresponds to A = O. Introducing affine 
coordinates on the homogeneous space GIGo as in Ref. 13 
and writing the corresponding ODE's we obtain the matrix 
Riccati equations (MRE's) 

W=A + WB + CW + WDW, Weplxk. (A2) 

The number of equations n = Ik<3 only if k = 1, whence 
1= 1,2, or 3. We thus obtain a very important special case of 
MRE's: the projective Riccati equations (PRE's) 

i = a +Bx + x(c,x), 

or, in component form 
n n 

xI' = 01' + L bpvxv + xI' L CvXv ' f.l = 1,2, ... ,n, 
v=! v=! 

(A3) 

which we solved in See. II for aI" b pv' and Cv arbitrary func­
tions oft. 

b. 2' = 0 (N + 2,C) or.Y = o(p + 1, q + 1). Define 
the matrices J and X by 

XJ+JXT=O, l<k<q+ 1<p+ 1, 
XeF(p+q)X(p+q), p + q = N, 

(A4) 

where, if p= C, i==IN+2_ 2k , while, if p= R, i 
==lp + ! _ k, q + ! _ k' Ip being the p Xp identity matrix and II,} 
the (i + j) X (i + j) identity with the lower j diagonal ele­
ments replaced by - 1. The algebra 2' here is realized by 
the matrices 

A,C,GepkXk, C+CT=O, 

B,Dep(N+2-2k)Xk, G + G T = 0, (A5) 
Eep(N+2-2k)X(N+2-2k), Ei +iET = O. 

The subalgebra .Yo is obtained by putting B = 0 and C = O. 
The number of ODE's is 

n= [(2N-3k+3)kI2], l<k<q<[(N+2)/2], 
(A6) 

with n<3 occurring in three cases. 
(i) The con/ormal Riccati equations are where k = 1 

andp>q>O [.Yo-sim(p,q), the similitude algebra of the 
( p + q) -dimensional Minkowski space] 

i = - ip +Ex + ax + X(yTi:I:) - iy(xTix), 
(A7) 

p,y,xepnXl, Ei+iET=O, Eepnxn, aeP, 

p= C leads ton complex equations (andl =In ).ForP= R 
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and n = 2 we have the 0 (3,1) case with 1= 12 , equivalent to 
the case of one complex Riccati equation. For n = 3, two 
inequivalent systems arise: 0 ( 4,1) with I = 13 and 0 (3,2) 
with 1= 12,1 integrated together as systems CRE 1 and 
CRE2 in Sec. III. 

(ii) The orthogonal matrix Riccati equations with 
k = N /2, N even, are based on o(N,C) or o(k,k), 

2' = C + AZ + ZA T - ZGZ, 

Z= _ZTEF kX\ AEFkX\ (AS) 

C= _CTEFkX\ G= _GTEFkXk. 

This gives a system of n = k (k - 1) /2 equations, which for 
k = 3 reduces to n = 3 projective Riccati's (A3) as a conse­
quence of the isomorphism between 0 (6,C» and sl( 4,C) 
and their corresponding homogeneous spaces [respectively 
0(3,3) and sl(4,R)]. 

(iii) The o(2k + I,C) or o(k + I,k) Riccati equations 
with k = (N - 1)/2, N odd give again a system of 
n = k(k + 1 )/2 equations, which, for k = 2, reduces to 
three PRE's (A4), cf. Sec. II. 

c . .!f = sp(2N, F), a symplectic Lie algebra. Defining 
thematricesKA~ and XE F2NX2N 

XKA~ + KA~X T = 0, ). + J.l = N, )';:;d, 

we realize the algebra .!f by the matrices 

X=( ~ 
-G 

~ ), 
_AT 

A,C,GE FAX-t, EE F2~X2~, DE F2~XA 

C= C T, F=FT, E=KETK, BEF2~X-t, 

(A9) 

(AW) 

and obtain .!f 0 by setting B = C = 0. The number of equa­
tions here is n =). (4N - 3), + 1) /2, ). = I,2, ... ,N. Thus 
n = 2 does not occur, and n = 3 occurs only for N = 2 with 
). = 1, or). = N = 2. 

Now the). = 1 case is easily seen to lead to a special case 
of n = 2N - 1 PRE's.13 However, for)' = N we get the 
n = N(N + 1 )/2 symplectic Riccati equations 

W=C+AW+ WA T + WGw, 
(All) 

C,G,WEFNXN, C=C T, G=G T, W= W T. 

With N = 2, (All) yields the system SREI, integrated in 
Sec. IV, with W= C; ~), cf. (4.1). 

In view of the isomorphisms sp(4,R)-0(3,2) and 
sp(4,C) -0(5,C) both sets of n = 3 equations based on 
sp(4, F) can be reduced to 0(3,2) or o(5,C) equations. 
Those for)' = N = 2 can be transformed into conformal 
Riccati equations. Physically, however, they are quite differ­
ent and we integrate them here separately in Sec. IV. For 
N> 2 the SRE's are independent of any of the other systems 
of equations. 

d . .!f = sue p,q), a pseudounitary Lie algebra. Here, we 
set 
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xtJ + JX = 0, p>q>k> I, 

I=lp_k,q_k, N=p+q, 

(AI2) 

where t denotes Hermitian conjugation. The algebra .!f is 
thus realized by the complex matrices 

X=(~F ~t -~B)' 
-Dtj -At 

A C llEC kXk EEC(P+q-2k)X(p+q-2k) , ~.. , , (A13) 

B,/JEC (p + q - 2k)X\ 

C + ct = O,F +Ft = 0, Etl + IE = 0. The algebra .!fois 
obtained by putting B = C = 0, and the number of real equa­
tions is n = k(2N - 3k). We see, therefore, that n = 1 oc­
curs for su(1,I) (yielding the ordinary real Riccati equa­
tion), that n = 2 does not occur, and that n = 3 occurs only 
for su (2,1) (p = 2, q = k = 1). 

A linear system associated with this transitive primitive 
Lie algebra (.!f,.!f 0) is 

(AI4) 

We remove the redundancy in the above homogeneous co­
ordinates by introducing the usual affine coordinates as ele­
ments of the matrices 

ZI = U1U 3-1, Z2 = U2U 3-
1
, det U3 =1=0. 

The transitivity of the SU ( p,q) group action is imposed by 
restricting to the Grassmannian of isotropic planes 

t t- t U 1 U3 + U 21U2 + U 3 U1 = 0, 

i.e., 

(AI5) 

In terms of the coordinates Zj the "pseudounitary Riccati 
equations" are 

2'1 = C + AZ1 + ZIA t + B tZ2 - ZIFZ1 + ZlD tjZ2' 
(AI6) 

2'2= -IB +DZI +EZ2 +Z~t -Z2FZI +Z~tIz2' 
subject to the constraint (AI5). In particular, consider the 
case k = q = I (I = I). If we put 

ZI==; = u + ix, Z2==~' u,xER, ~ECP-I, 

Eq. (A15) yields 

u = _ !(~t,~), 

while Eqs. (AI6) reduce to 

(AI7) 

(AIS) 

; = ic + (a + a*); + ( pt,~) +; [ - ;g + (6t,~)], 
(AI9) 

~= -P+6;+E~+a*~+~[ -i/;+ (6t,~)] 
(with stars denoting complex conjugation). Using (AIS) to 
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eliminate u = Re; we obtain a system of n = 2p - 1 real 
equations with polynomial nonlinearities up to order 4: 

x = C + (a + a*)x - (i/2)[ ( pt,s) - (st,P)] + Ix2 

+ (x/2)[(6t,s) + (st,6)] 

+ (i/4) [(6t ,s) - (st,6)] (St.S)2 - !/(St.S)2, (A20) 

~= -P+i6x+Es+a*s-!6(st.s) 

+ s[ Ix + (6t ,s)] + (i/2)/s( st.s)· 
In the case of su (2,1) we have p = 2 so that (A20) re­

duces to three real equations, since S is just one complex 
variable. 

2 . .!L' 0 /s a max/mal reductive subalgebra 

Requiring that n = 3 be the number of equations 
n = dim .!L' - dim 1 0 , leads to only two possibilities: 
1 = o( 3, 1) and .!L' 0 = 0(3) or 0(2,1). [Note that the cor­
responding complex Lie algebra o( 4,C) is not simple.] Con­
sider the more general case .!L' = 0 ( p, 1), .!L' 0 = 0 ( p), the 
homogeneous space O( p,l)/O( p) can be realized as the 
upper sheet of a two-sheeted hyperboloid x~ - xf - ... - x; 
= 1. Using the linear equations satisfied by the homogen-

eous coordinates x,." and introducing the projective coordi­
nates Zi = x;lxo, xo#O yields 

Zi =AiO + AikZk -ZiAOkZk' i,k = l, ... ,p, 

Aik = - AkiERPxp, AOi = AiOERPXP. 

These equations are, clearly, again a special case of PRE's. 
Similarly, the second possibility, viewed as a special 

case of 1=0(p,I), .!L'o=o(p-I,I), on the space 
O( p,1)/O( p - 1,1) realized as the one-sheeted hyperbo­
loid xf + xi + ... + x; - x~ = I, leads in the projective co­
ordinates Za ==Xa /xp, xp # 0, to another special case of 
PRE's 

Za =Aap + AaPzp -zaAppzp, 

a, {3 = O,I, ... ,p - I, where AER(P+ I)X(p+ I) satisfies 

Alp,l + Ip,l A T = O. 

B • .!L' is a semlslmple Lie algebra 

As shown in Ref. 13 it is possible to construct transitive 
primitive Lie algebras {.!L' ,.!L' o} in which 

1=%$%, .!L'O=%D' (A21) 

where % is a simple Lie algebra and % D - % is embedded 
"diagonally" in 1. In this case the number of equations in 
the associated systems of ODE's is 

n = dim 1 - dim.!L' 0 = dim %. (A22) 

Thus, n = 1 or 2 are excluded, while n = 3 in the case of real 
equations, yields two inequivalent possibilities. 

(i) % = su(2) -0(3). In general, taking % = su(n), 
we obtain a special case of the complex MRE's (A2). More­
over, for n = 2, a low-dimensional coincidence occurs and 
the su(2) $ su(2) equations tum out to be a special case of 
the projective Riccati equations. 

Similarly, taking % = o(n) we obtain a special case of 
MRE's and, in particular, for n = 3 the same special case of 
projective Riccati equations as above. 
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(ii) % = sp(2,R) -s1(2,R) -0(2,1) -sue 1,1). The 
algebras sp (n, F) and o( p,q) lead to special cases ofMRE's, 
while sl(n, F) and sue p,q) lead to more complicated types 
of equations. In the low-dimensional case ofthree equations, 
all of the above algebras % give equivalent results, namely a 
special case of the projective Riccati equations. 

This is best seen by choosing % = o( p,q). Using the 
same techniques as in Ref. 13 for % = o(n,C) we obtain the 
O( p,q) XO( p,q) Riccati equations 

V=A + VB-BV- VA V, A,B,VER"x", (A23) 

Alpq + IpqA T = 0, Blpq + IpqB T = 0, Vlpq + Ipq V T = O. 

Setting n = 3 and (p,q) = (3,0) or (p,q) = (2,1) we put 

v~(~x 
x 

~). 0 

EZ 

A~( ~a 
a 

D· 0 

Eb EC 

B~( ~d 
d 

~). 0 

Ee EI 
where E= -I for % =0(3) and 
% = 0(2,1) and obtain 

x = a + Efy - Eez + x (ax - Eby - ECZ), 

Y = b + Ix - dz + y(ax - Eby - ECZ) , 

z= C - ex +dy +z(ax - Eby - ECZ), 

clearly a special case of the PRE's. 

E= + 1 for 

(A24) 

Turning finally to the case with % = sp(2n, F) we ob­
tain a system of symplectic matrix Riccati equations 

V=A + VB-BV- YAY, (A25) 

with 

AKo+KoA T =0, BKo+KoB T =0, VKo+KoV T =0, 

KO=(~I ~. 
In particular, for n = 1 we set 

b2 ) 

-bl ' 

(A26) 

and arrive at the SRE2 system studied in Sec. IV, cf. Eq. 
( 4.4 ). While equivalent to (A24), this system is of suffi­
ciently different form to merit a separate investigation. 

Let us now summarize the results of this appendix by 
listing all systems of n..;; 3 real equations (F = R) integrated 
in this paper. 

(a) n= 1: The only single nonlinear ODE of first order 
with a superposition formula is the Riccati equation based 
on the action ofsl(2,R) -0(2,1) -sp(2,R) -su(1,I). 

(b) n=2: There are two types of indecomposable pairs 
of nonlinear ODE's with superposition formulas: (i) the 
projective Riccati equations (PRE's) (A3) based on 
s1(3,R); and (ii) the conformal Riccati equations (CRE's) 
(A7) based on 0(3,1). 
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(c) n = 3: Four types of such indecomposable triplets 
exist: (i) the PRE's (A3) based on sl(4,R); (ii) theo(4,1) 
CRE's (A7), with 1 = 13, (iii) the 0(3,2) CRE's (A7) with 
1=121 ; and (iv) the su(2,1) pseudounitary equations 
(AI9) (for p = 2) with polynomial nonlinearities of order 
2,3, and 4. To these four, we add two more systems, which 
we integrate in Sec. IV, namely, the symplectic Riccati equa­
tion (All) with N = 2 and the sl(2,R) Ell sl(2,R) equations 
(4.4 ). 

The situation is even simpler for F = C. For n = I we 
obtain one complex Riccati equation, whose real and imagi­
nary parts when decoupled become two real 0(3,1) CRE's. 
For n = 2 the only indecomposable pair of ODE's are the 
SL(3,C) PRE's [theO(4,C) CRE'shappen to be decompos­
able], while for n = 3 we obtain SL( 4,C) PRE's and O( 5,C) 
CRE's. 
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The Kadomtsev-Petviashvili (KP) equation (u t + 3uuJ2 + luxxx)x + 3auyy /4 = 0 allows an 
infinite-dimensional Lie group of symmetries, i.e., a group transforming solutions amongst each 
other. The Lie algebra of this symmetry group depends on three arbitrary functions of time "t" 
and is shown to be related to a subalgebra of the loop algebra A i I). Low-dimensional subalgebras 
of the symmetry algebra are identified, specifically all those of dimension n<3, and also a 
physically important six-dimensional Lie algebra containing translations, dilations, Galilei 
transformations, and "quasirotations." New solutions ofthe KP equation are obtained by 
symmetry reduction, using the one-dimensional subalgebras of the symmetry algebra. These 
solutions contain up to three arbitrary functions of t. 

I. INTRODUCTION 

The Kadomtsev-Petviashvili equation 1 

nU(t,x,y;u)=(ut +~uux +luxxx)x +jauyy =0, 

(T= ±1, (1.1) 

sometimes called the two-dimensional Korteweg-de Vries 
equation, is of considerable importance, both in physics and 
mathematics. It arises in the study oflong gravity waves in a 
single layer, or multilayered shallow fluid, when the waves 
propagate predominantly in one direction with a small per­
turbation in the perpendicular one. 2~ It also arises naturally 
in many other applications, particularly in plasma physics, 
gas dynamics, and elsewhere. 

The mathematical interest of this equation stems from 
the fact that it is, in a well-defined sense, the generic member 
of a class of integrable partial differential equations, asso­
ciated with certain infinite-dimensional Lie algebras and 
groupS.7,8 It is one of the few equations in more than 1 + 1 
dimensions that is integrable in the sense of allowing a Lax 
pair, an infinity of conservation laws, soliton and multisoli­
ton solutions, a family of analytic periodic, and quasiperio­
dic solutions, and having many other interesting proper­
ties. 9-11 

The purpose of this article is to study the symmetry 
group ofthe Kadomtsev-Petviashvili equation, i.e., the Lie 
group G of transformations acting on the independent varia­
bles (t,x, y) and the dependent variable u, such that, when­
ever u (t,x, y) is a local solution of ( 1.1 ), then 
u' = [gou] (t ',x', y') is a solution for all geG such that the 
function gou is defined. 

Algorithms for calculating the invariance group of an 
equation or system of equations are well known. 12- 17 For a 
good summary of this we refer to Olver 16, 17 and also mention 
that computer programs using REDUCE,18 MACSYMA,19 or 
other symbolic manipulation systems exist that greatly faci­
litate the calculation of the symmetry group of a system of 
differential equations. This approach actually yields the Lie 
algebra of the symmetry group. 

a) Permanent and present address: Dipartimento di Fisica, Universita degli 
Studi di Roma "La Sapienza," Piazzale A. Moro 2-OO18S. Roma, Italy. 

For the Kadomtsev-Petviashvili (KP) equation a 
straightforward application of the algorithm, using a RE­
DUCE package has yielded an infinite-dimensional Lie alge­
bra of symmetries, 20 which we will call KP symmetry alge­
bra. Following the notations and results ofSchwarz20 (and 
correcting a slight misprint) we write a general element of 
this Lie algebra as 

V=X(/) + Y(g) +Z(h), (1.2) 

X(/) =/(t)at + [!xi(t) - ~oy2 I(t) ]ax + ~Yi(t)ay 
- [(4u!27)yj(t) -~/(t) +~ui(t)]a", 

Y(g) = g(t)ay - ~oyg(t)ax - (4u/9)yg(t)a", 

Z(h) =h(t)ax +~h(t)a", 

( 1.3a) 

( 1.3b) 

( 1.3c) 

where / (t), g(t), and h (t) are arbitrary functions in 
Coo (R), and the dots indicate derivatives with respect to t. 

In Sec. II we discuss the structure of the symmetry alge­
bra and corresponding symmetry group of the KP equation 
(1.1), establish a Levi decomposition, and identifying the 
Lie algebra with basis given by (1.3) as a subalgebra of the 
loop algebra A i\), a Kac-Moody type of algebra.21.22 We 
also discuss the physical meaning of the finite-dimensional 
algebra obtained by restricting / (t), g(t), and h (t) to first­
degree polynomials. 

Section III is devoted to a classification of low-dimen­
sional subalgebras of the KP algebra, namely those of dimen­
sion n = 1,2, and 3, into conjugacy classes under the adjoint 
action of the symmetry group of the KP equation (the group 
of inner automorphisms of the KP algebra). This is done 
mainly to elucidate the structure of the considered infinite­
dimensional Lie algebra and to establish the applicability of 
tools developed for classifying subalgebras of finite-dimen­
sional Lie algebras. We will only use one-dimensional subal­
gebras to perform a symmetry reduction. Three different 
conjugacy classes of such subalgebras exist. A reader inter­
ested only in solutions of the KP equation can safely skip 
most of Sec. III. 

In Sec. IV we do indeed use the one-dimensional subal­
gebras of the KP algebra to reduce the KP equation to par-
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tial differential equations in two variables. These are the 
Boussinesq equation, a once-differentiated Korteweg-de 
Vries (KdV) equation, and a linear equation, respectively. 
An arbitrary single solution of the Boussinesq equation will 
provide a family of solutions of the KP equation, depending 
on three arbitrary functions. A solution of the KdV equation 
provides a family of solutions of the KP equation, depending 
on two arbitrary functions. The linear equation obtained in 
the third case is solved explicitly, yielding another family of 
solutions involving three arbitrary functions of the variable 
t. The physical meaning of the obtained solutions is dis­
cussed as well. 

Finally, in Sec. V, we state some conclusions and the 
future outlook. 

II. THE SYMMETRY GROUP OF THE KADOMTSEV­
PETVIASHVILI EQUATION 

A. The symmetry Lie algebra 

The Lie algebra of the symmetry group of equation 
( 1.1 ) was obtained by Schwarz20 and has been recapitulated 
in the Introduction. By a symmetry operator, in this context, 
we mean a vector field 

V=1'(t,x,y;u)at + X(t,x,y;u)ax 

+ 'T/(t,x,y;u)ay + qJ(t,x,y;u)au 

such that its fourth prolongationl6
•
17 satisfies 

pr(4) Voou(t,x, y;u) I OU(t,x, y;u) = 0 = 0, 

where 

(2.1 ) 

(2.2) 

(2.3) 

and the label (T = ± 1 distinguishes between the so-called 
KPI and KPII equations.5 The operator pr(4) V has the form 

(2.4 ) 

where we have put x I = t, X 2 = x, X3 = y. The functions fP Xi, 

etc. depend on Xi! u, U
Xi

' etc. in a known mannerl6 through 
the a priori unknown functions 1', X' 'T/, and fP. These func­
tions are determined by requiring that Eq. (2.2) should be 
satisfied whenever we have 0 17 = O. The result of this proce­
dure is that the most general vector field (2.1) satisfying 
(2.2) is given by (1.2) and (1.3) of the Introduction. 

The commutation relations for this Lie algebra are easy 
to obtain and are 

1226 

[X(/I),x(/2)] =X(IJ2 - id2)' 

[X(/),Y(g)] = Y(lg - ~ig), 

[X(/),Z(h)] = Z(lh - !ih), 

[Y(gl ),Y(g2)] = ~OZ(glg2 - glg2) , 

[Y(g),Z(h)] =0, 
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(2.5) 

[Z(h l ),Z(h2 )] = O. 

Notice that we obtain a Lie algebra only if the functions 
1 (t ) , g (t ), and h ( t) are real functions of class C 00 on some 
open subset of R. Notice also that the algebra 
L = {X(/),Y(g),Z(h)} admits a Levi decomposition23 

L =SfJ-N, (2.6) 

where 

N = {Y(g),Z(h)} (2.7) 

is a solvable (and actually nilpotent) ideal in L, namely the 
nilradical (maximal nilpotent ideal) and 

(2.8) 

is a simple Lie algebra. To convince ourselves that S is simple 
it suffices to note that it is isomorphic to the algebra 

J(R) = {/(s)asl/eCOO(R)}, (2.9) 

the algebra of real vector fields on R. The algebra J (R) is 
simple according to a theorem ofCartan (Ref. 24, Theorem 
XI, p. 129). The isomorphism is given by the mapping 

t/J: J(R)-S 

1 (s)ast-+x [I (t)]. (2.10) 

B. The symmetry group of the KP equation 

The infinitesimal symmetries V = X(/) + Y(g) 
+ Z(h) given in (1.2) and (1.3) can be integrated to yield 

the identity component of the group of finite transforma­
tions of the KP equation. 

Let us start with the simplest case when 1 = g = 0 and 
heC 00 (R) is arbitrary. We have 

dx' =h(t') dy' =0 
d)' 'd)" 

dt' 
-=0, 
d)' 

du' =l:.-h(t'). 
d)' 3 

(2.11 ) 

Integrating and requiring that for)' = 0 we obtain the identi­
ty transformation, we find 

t' = t, x' = x + )'h(t), y' = y, 
(2.12) 

u'(t' ,x',y') = u [t ',x' - )'h(t '), y'] + iAh(t '). 

Thus, if u (t,x, y) solves (1.1), then u' (t ',x', y') solves the 
same equation in the variables t ',x', y'. 

Now consider the case 1 (t) = 0, g(t) ;60. We have 

dx' = -~'g(t') +h(t') dy' =g(t') 
d)' 3 'd)" 

dt' = 0 du' = _ 4u '''(t') + 2h(t') . 
d)' 'd)' 9

yg 
3 

(2.13 ) 

Integrating and imposing the appropriate initial condition 
for)' = 0, we have 
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t'=t, X'=X-A [jo8"(t)y-h(t)] -!og(t)g(t)A2, y'=Y+Ag(t), 

U'(t',x',y') = u [t',x' + ~Aog(t') y' -Ah(t '),y' - Ag(t')] 

+ [2h(t') _ 40' g(t')(y' -Ag(t'»)]A _ 2u g(t')g(t')A 2. 
399 

(2.14 ) 

Finally, consider the generic case when f (t) =1=0, with g(t) and h (t) being arbitrary. In order to obtain the finite 
transformation we must integrate the equations 

dt' 9dx' 3dy' 
j(t') = 3x'j(t') -2oy,2j(t') +9h(t') -6oy'g(t') = 2y'j(t') +3g(t') 

- 27du' 
= '0, eo •• =dA. 

4oy'2f(t') -6x'f(t') + 18u'f(t') -18h(t') + 12oy'g(t') 

Introducing the notations 

~(t) = ('~, G(t',t) = [f(t)j2/3fl'g(S)f-S/3(S)dS, 
Jlo f(s) I 

H(t ',t) = [f (t) p/3 r' BO,/-7/3(S)g2(S) + h (s) f- 4/3 (s) ] ds, 

we can integrate (2.15) and obtain 

t '(t) = ~-I(A + ~(t»), 

y'(t,y) = [y + G(t'(t),t)) [fj~~;»r/3, 

x'(t,x,y) = {x - 2oy2[j(t'(t») - j(t)] _ ~[2G(t'(t),t)j(t'(t)) _ 3g(t) + 3g(t'(t»)[ f(t) ]213] 
9f(t) 9f(t) f(t'(t») 

-~[G(t'(t),t)2j(t'(t») + 3G(t'(t),t)g(t'(t»)[ f(t) ]2/3] +H(t'(t) t)}[f(t'(t»)]1/3 
9f(t) f(t'(t») ' f(t) , 

u'(t',x' y') = [f(t(t'»)]2I3{U[t(t'),x(t',x' y') y(t' y')] _ 2x'[j(t(t'») - j(t')] 
'f(t') , " 9f(t(t'»)2/3f(t')1/3 

- ~~ 2/3[2G(t',t)[3f(t(t'»)j(t(t'»)-j(t(t'»)2] 
81f(t(t'» f(t') 

- 9 f(t(t ')l81t(t '») + 3g(t(t '»j(t(t '») + 3g(t') j(t(t '») + 9 f (t ')g(t') - 6g(t') j (t')] 

(2.15 ) 

(2.16) 

(2.17a) 

- 4O'(y')2 [3f(t')j(t') _ 2j(t')2 + j(t')j(t(t'») + j(t(t'»)2 - 3f(t(t'»)j(t(t'»)] 
81f(t(t'»)2/3 f(t')4/3 

+ 2j(t(t'»)H(t(t') t') + 4O'G
2
(t(t'),t')[3f(t(t'»)j(t(t'») - j2(t(t'»] 

9f(t{t'») , 81f(t')2 

_ 4O'G(t(t'),t') [3f(t(t'»)g(t(t'») -g(t(t'»j(t(t'»)] 
27 f(t(t'»)2 

2[ h(t') h(t')] 2u[ g2(t(t'») [g(t(t'»)]2]} 
+"3 f(t')1/3f(t(t'»)2/3 - f(t(t'») +9 f(t')4/3f(t(t')f/3 - f(t(t'») , 

where ~-I denotes the (local) inverse function of~ and where 

t(t') = ~-I( -A + ~(t'», 

y(t', y') = [y' + G (t(t '),t ')] [ fJg:: T/3
, 

x(t',x',y') = {x' - 2oy,2[j(t(t'») - f(t')] _ 2oy' [2G(t(t'),t')j(t(t'») _ 3g(t') + 3g(t(t'»)[ f(t') ]213] 
9/(1') 9/(1') f(t(t'») 

_ 2u [G(t(t'),t')2j(t(t'»)+3G(t(t'),t')g(t(t'»)[ f(t') ]213] +H(t(t'),t,)}[f(t(t'»)]1/3. 
9/(t') f(t(t'») f(t') 
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Formulas (2.12), (2.14), and (2.17) give us new solu­
tions (u' ) from known ones (u). In particular, if we take a 
trivial solution u = 0, then (2.17) provides a family of solu­
tions depending on I (t), g (t), and h (t) . 

It should be mentioned here that the KP equation ( 1.1 ) 
is also invariant under certain discrete transformations, not 
obtained by integrating the infinitesimal transformation 
( 1. 3). These are the reflections R y and R tx defined as 

Ry: ~t, Xl-+X, )11---+ - y, Ul-+U, (2.18a) 

Rtx : ~-t, Xt-+-x, )ll---+y, UI-+U. (2.18b) 

c. A finite-dimensional subalgebra of "physical" 
transformations 

A systematic classification of finite-dimensional subal­
gebras of the KP algebra will be discussed below. Here we 
just point out that all the "obvious" physical symmetries of 
the KP equation are obtained by restricting the arbitrary 
functions I(t), g(t), and h(t) to be first-order polynomials 
in t. Indeed, in obvious notations, we have 

T==X(1) = at> D==X(t) =tat +!xax +~ay -~uau' 

Y ==Y(1) = ay R ==Y(t) = t ay - ~oy ax' 

X=Z(1) =ax, B=Z(t) =tax +~au' (2.19) 

Thus T, Y, X generate translations, D generates dila­
tions, R has some properties of a rotation, and of a Galilei 
boost in they direction, and B yields a Galilei transformation 
in the x direction. Thus, integrating, e.g., the vector field R, 
we obtain 

x' = x - ~U(AY + !A 2t), t '= t, 

y' =y + At, u' = u. 
(2.20) 

This transformation has been extensively used, e.g., by Segur 
and FinkeP to "rotate" solutions of the Korteweg-de Vries 
equation into solutions of the KP equation. The dilation 
symmetry D = X(t) has been used to generate similarity so­
lutions of the KP equation.25,26 

The operators (2.18) form a basis of a six-dimensional 
solvable Lie algebra Lp = {D, R, B, X, Y, T}. It has a five­
dimensional nilpotent ideal ( the nilradical) 
N = {R, B, X, Y, T}. The commutation relations for Lp are 
given in Table I. It is a simple matter to classify and con­
struct all the subalgebras of L p , using known classification 
methods.27

•
28 We will not present the result here since we 

find a classification of all the low-dimensional subalgebras of 
the infinite-dimensional symmetry algebra of the KP equa­
tion to be both more interesting and more useful for perform-

TABLE I. The commutation relations for Lp. 

D R B X Y T 

D 0 !R ~B -!X -jY -T 

R -!R 0 0 0 ~uX -Y 
B -~B 0 0 0 0 -x 
x !X 0 0 0 0 0 

Y ~Y -~uX 0 0 0 0 

T T Y X 0 0 0 

1228 J. Math. Phys., Vol. 27, No.5, May 1986 

ing symmetry reduction (see Sees. III and IV below). 
Another finite-dimensional algebra, not contained in 

L p ' that is of physical interest, is obtained by restricting I (t) 
in X( I) to quadratic polynomials. We obtain X(1) = T, 
X(t) = D, as in (2.19), and in addition 

X(t 2)=C = t 2 at + jUx - ~oy2)ax 

+ jtyay + ~(x - 3tu)au' 

The commutation relations are 

(2.21 ) 

[D,T] = - T, [D,C] = C, [T,C] = 2D, (2.22) 

so that we have obtained the algebrasl(2,R), with C generat­
ing a type of conformal transformation: 

t ' = t(1-At)-I, 

y' = y( 1 - At) -4/3, 

x' = [x - 4uAy
2 ] (1 _ At) -2/3, 

3(1 - At) 

I { 4AX + 8Ay2 [2( 1 ) U = u+--- -u 
I-At 8It(1-At)2 

(2.23) 

- (2 - U)At ] } (I - At)4/3. 

D. Relation between the KP Invarlance algebra and the 
affine Lie algebras of Kac-Moody type 

An interesting feature of the KP algebra (1.3) is that it 
contains a subalgebra that can be embedded into an affine 
loop algebra. Indeed, let us consider the subalgebra L1/" of the 
KP algebra (1.3) obtained by restricting the functions I, g, 
and h to be Laurent polynomials in t. A basis for this subalge­
bra is provided by 

xun)=tna +[nx tn - 1_ 2U n(n_l) y2t n-2]a 
t 3 9 x 

+~ytn-la _[4u n(n_l)(n_2)y2t n-3 
3 y 27 

- ~ (n - l)xt n- 2 + ~ utn-1]a 
9 3 u' 

(2.24) 

where n EZ. 
The commutation relations of this subalgebra are [st=e 

Eq. (2.5)] 

[X(tn),X(tm)] = (m-n)X(tn+m-l), 

[X(tn), YU m» = (m _ ~n)Yun+m-l), 

[Xun),Z(tm)] = (m _!n)zu n +m- 1), 

[YU n), Y(tm)] =iu(n-m)Z(tn+m-l), 

[Y(t n), ZU m)] = [Z(t n), Z(t m» = o. 

(2.25) 

Let us now consider the eight-dimensional Lie algebra 
Lo generated by the following vector fields: 

A:=xax +2yay -2uau, Q:=yax, 
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y:=ay , x:=ax , 

A:= -oy2ax +Xau ' s:=yau ' 
(2.26) 

P: =y2au ' U: =au ' 

The Lie algebra Lo is solvable, its nilradical is spanned 
by {Y, A, P, Q, X, s, U} and it contains a five-dimensional 
Abelian ideal spanned by {p, Q, X, s, U}. It should be noted 
that Lo is not a subalgebra of the KP equation. 

The solvable Lie algebraLo can be embedded into a sim­
ple Lie algebra. The simple Lie algebra of lowest dimension 
that contains a five-dimensional Abelian subalgebra is A4 (in 
Cartan's classification), in particular sl(5,R) in our case. 
Indeed, it is easy to verify that the traceless matrices 

8 -a O'p s u 

0 0 -a q x 

5'-.- 0 0 -8 -2oy 0 (2.27) 
0 0 0 -18 -y 

0 0 0 0 !8 

provide a representation of the Lie algebra Lo with the pre­
scription that the matrix representing /l. is obtained by set­
ting 8 = 1 and all other entries equal to zero in 5, similarly 
for Y, etc. We see that the Abelian subalgebra spanned by 
{p, Q, X, s, U} is contained in a maximal Abelian subalge­
bra ofs1(5,R) with Kravchuk signature (2,0,3) (see Refs. 
29-31). 

Let us now establish a natural grading on Lo by attrib­
uting the degree un" to a monomial t n and the degree J.l 
(0<J.l<4) , equal to the distance from the diagonal in (2.27) 
to elements of the algebra (2.26). Thus /l. has degree O,A and 
Y degree 1, P and Q degree 2, S and X degree 3, and U has 
degree 4 [the usual grading in the weight space of sl ( 5 ,R) ] . 

We now construct a loop algebra out of (2.26) following 
the procedure usually applied to simple Lie algebras.8 Thus, 
putting 

X(tn) = !ntn-I/l. + in(n - 1)t n- 2A 

- (4O'/27)n(n - l)(n - 2)t n- 3p+ t n at, 
Y(tn) = tny - ,O'ntn-1Q - (4O'/9)n(n - 1)t n- 2S, 

Z(tn) = tnX + ,ntn-1U, (2.28) 

we see that the vector fieldsX(t "), Y(t n), andZ(t n) form a 
Lie algebra isomorphic to the subalgebra L1T of the KP sym­
metry algebra whose commutation relations are given by 
(2.25). Each element has a well-defined degree in the grad­
ing, namely n - 1, n + 1, and n + 3 for X(tn), Y(t n), and 
Z (t "), respectively. From the embedding constructed above 
for Lo into sl(5,R) and from the representation given by 
(2.28) for the Lie algebraL1T , we see thatL". is a subalgebra 
of the affine loop algebra A ~ I) defined by 

A ~l): = {R[t,t -I] ® sl(5,R)} Ell R[t,t -I]~. (2.29) 
dt 

The Levi decomposition (2.6) also holds for L 1T • In­
deed, from the commutation relation (2.25) we see that 
N = {Y( t "), Z «( n)} forms a nilpotent ideal. The elements 
X ( ( ") form a Lie algebra S isomorphic to the Z· graded alge­
bra 8: = R [t,t - 1] d I dt. A basis for 8 is given by the collec-
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tion of derivations (dk heZ defined by dk = t kd Idt with 
commutation relations 

(2.30) 

As we restrict ourselves to Laurent polynomials, i.e., func­
tions with only a finite number of nonzero coefficients in 
their Laurent expansion, it follows directly from the com­
mutation relation (2.30) that 8 is simple, i.e., it admits no 
nontrivial ideal. 

Let us finally remark that the link between 8 and the 
algebra of regular vector fields on S 1 has recently been inves­
tigated by Goodman and Wallach,32 who also study the Vir­
asoro algebra :ll, i.e., the universal central extension of 8. 

III. LOW-DIMENSIONAL SUBALGEBRAS OF THE KP 
SYMMETRY ALGEBRA 

In order to obtain solutions of the KP equation by sym­
metry reduction, we need to know the low-dimensional sub­
algebras of the KP symmetry algebra. More specifically, we 
need subalgebras that correspond to Lie groups having or­
bits of codimension 3, 2, or 1 in the four-dimensional space 
coordinatized by (t,x, y;u). We obtain all the required subal­
gebras and also derive a better understanding of the struc­
ture of the KP symmetry algebra by classifying all its one-, 
two-, and three-dimensional subalgebras into conjugacy 
classes under the adjoint action of the KP symmetry group. 

A. Classification of the one-dimensional subalgebras of 
the KP symmetry algebra under the adjoint action of the 
KP symmetry group 

In this subsection, we show that there are three conju­
gacy classes of one-dimensional subalgebras of the KP sym­
metry algebra under the adjoint action of the KP symmetry 
group, with representatives spanned by X( I) = T, 
Y(1) = Y, and Z(l) = X, respectively. 

The approach we take is similar to the one followed in 
the classification of the subalgebras of finite-dimensional Lie 
algebras. The difference between the finite- and infinite-di­
mensional cases arises in that one obtains differential condi­
tions on the arbitrary functions labeling the group elements 
whose adjoint action is used to cast the generators of the 
subalgebras into normal forms, rather than algebraic condi­
tions on the parameters labeling the elements of the finite­
dimensional group. 

We will use the explicit forms of the finite transforma­
tions of the variables «(,x, y,u) associated to the infinitesimal 
generators X(F), Y(G), and Z(H) [expAX(F), 
expAY(G), expAZ(H)]. They are obtained, respectively, 
by setting! = F, g = h = 0 in (2.16) and (2.17), g = G, 
h = 0 in (2.14) and h = Hin (2.12). 

There are three cases to be considered in the classifica­
tion of the one-dimensional subalgebras of the KP symmetry 
algebra, generated by typical elements of the form 

V=X(!) + Y(g) +Z(h), (3.1) 

into conjugacy classes under the adjoint action of the KP 
symmetry group. 

CaseA: !==.0,g==0, andh #0. We claim that V = Z(h) 
with h # 0 can always be transformed into Xby an element of 
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the KP symmetry group. Actually, as suggested by the com­
mutation relations (2.5) for the KP symmetry algebra, we 
canchooseFso as to normalizeh to 1 inZ(h) by acting on it 
with [exp(AX(F»)]. (the adjoint action). Indeed, we have 

[expAX(F)].Z(h) = h (t(tl»)[ F(t') ]1I3~ 
F(t(t'») ax' 

+ [2h(t(tI»)[F(tI) -F(t(t'»)] 
9F(t(t') )1/3 F(t ')2/3 

21, (t(t'»)F(t(tI»)]2/3 a + -3F(t')2/3 au' . 
(3.2a) 

It has been shown by Neuman33 that there exists a function F 
satisfying the relation 

[ 
F(t') ]1I3h (t(tI») = 1. (3.2b) 

F(t(t'») 

Acting with [exp AX(F)]. on Z(h) willnormalizeh to 1, as 
it is easily verified that (3.2b) and its differential conse­
quences substituted into (3.2a) give, dropping primes, 

[expAX(F)].Z(h) =Z(1). (3.2c) 

The existence of a solution to (3.2b) may be argued as 
follows. Suppose that, for some h # 0, (3.2b) has no solution 
F. Then symmetry reduction by the corresponding Z (h) will 
yield a reduced equation that cannot be equivalent under the 
action of any element of the KP symmetry group to the equa­
tion obtained by reducing the KP equation by Z ( 1 ), namely 
thelinearequationu,yy = O.ButwewillseeinSec. IV, where 
we construct all the solutions of the KP equation that are 
invariant under the action of a one-dimensional subgroup of 
the KP symmetry group having orbits of codimension 3 in 
the space coordinatized by (t,;c, y,u), that symmetry reduc­
tion by any V = Z(h) with h #0 always gives rise to a re­
duced equation that is equivalent under the action of an ele­
ment of the KP symmetry group to the linear equation 
u, yy = O. Thus we arrive at a contradiction, and therefore a 
solution to the functional equation (3.2b) must exist. 

Case B: 1 = 0 and g#O. We claim that 
V = Y(g) + Z(h) withg#Oalwayscan be transformed into 
Y( 1) by an element of the KP symmetry group. Indeed, as 
suggested by the commutation relations (2.5) for the KP 
symmetry algebra, we can first choose G so as to transform h 
away from Vby acting on it with [exp A Y( G) ] •. We have, 
dropping primes, 

(expAY(G»). V 

[h 
2u. 20'G·.1 20'G·.1] a a = --yg+- g/L -- g/L -+g-
3 3 3 ax ay 

[ 
21, 40'" 40' AG" 40' A G] a + 3-9yg +g g-g g au' 

(3.3a) 

It is now straightforward to show that, ifin (3.3a) we choose 
a function G (t) defined by 

G(t): = ~g II (hg-2) (s)ds + eg, (3.3b) 
2 Jo 

where a#O and e are arbitrary constants, as the function 
labeling the element Y( G) of the KP symmetry algebra and 
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IL = a-I as the value of the parameter IL along the one-pa­
rameter subgroup obtained by exponentiating Y( G), we 
have 

[expILY(G)]. V = Y(g). (3.3c) 

Now, as again suggested by the commutation relations 
(2.5), we can choose F so as to normalize g to 1 in Y(g) by 
acting on it with [expILX(F) ] •. We have 

[exp ILX(F)]. Y(g) 

= [ - 20'[F(t(t'»)]113 ''''t(t'») 
3 F(t ' ) Y5\ 

+ 4O'g(t(t'»)y'[F(t(t'») - F(t')]]~ 
9F(t(t')f/3F(tI)1/3 ax' 

+g(t(t'»)[ F(t') ]2/3~ 
F(t(t'») ay' 

+ [4O'F(t(t'»)1/3 y'g(t(t'»)[F(t(t'») -Fet')] 
27F(t ')4/3 

8oy'g(t(t '») 
81F(t(t,»)2/3 F(t ')4/3 

X [3F(t')F(t') - 3F(t(t'»)F(t(t'») 

+ F(t ')F(t(t '») + F(t 'f - 2F(t(t '»)2] 

_ 4oy'F(t(tI»)4/3g(t(t'»)]~ 
9F(t ')4/3 au' . (3.4a) 

Now, by Neuman's33 result we know that, given g(t) #0, 
there will always exist a function F satisfying 

[ 
F(t/) ]2/3g(t(t'») = 1. (3.4b) 

F(t(t'») 

It then follows that acting on Y(g) with [expILX(F)]. will 
normalize g to I, as it is easily verified that (3.4b) and its 
differential consequences, when substituted into (3.4a), give 

[expILX(F)]. Y(g) = Y(1). (3.4c) 

Case C: 1#0. We claim that V=X(/) + Y(g) 
+ Z(h) with 1 #0 always can be transformed intoX( 1) by 

an element of the KP symmetry group. 
The main steps of the calculation are as follows. As sug­

gested by the commutation relations (2.5) for the KP sym­
metry algebra we first can choose G so as to transform g 
away from V, by acting on it with [exp IL Y( G) ] •. Indeed, it 
can be verified easily that if we take 

G(t): = [c + a f(gl-S/3)(S)dS] 1 (t)2/3, (3.5) 

where a#O and e are arbitrary constants, as the function 
labeling the element Y( G) of the KP symmetry algebra and 
IL = - a - I as the value of the parameter IL along the one­
parameter subgroup obtained by exponentiating Y( G), that 
we have 

[expILY(G)]. V=X(!) +Z(h). (3.6) 

The next step, which again is suggested by the commutation 
relations (2.5), is to choose the function H so as to transform 
h away from XC!) +Z(h) by acting on it with 
[exp ILZ(H)] •. Again it is easy to check that if we take 
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H(t): = [c + a f(h l - 4/3 )(S)ds]I(t)\/3, (3.7) 

where a#O and c are arbitrary constants, as the function 
labeling the element Z(H) of the KP symmetry algebra and 
A = - a -\ as the value of the parameter A along the one­
parameter subgroup obtained by exponentiating Z(H), we 
have 

[expAZ(H)].(X(/) + Z(h») =X(/). (3.8) 

The last step is to choose the function F so as to normalize I 
to 1 in X( I) by acting on it with [exp AX(F) ] •. A tedious 
but otherwise straightforward calculation shows that if Fis a 
solution of the equation 

l(t(t'»)F(t')IF(t(t'») = 1, ( 3.9a) 

then 

[expAX(F) ].X(/) = T. (3.9b) 

The existence of a solution to (3.9a) for any I #0 again 
follows from Neuman's result. 

Our proof of the existence of three conjugacy classes of 
one-dimensional subalgebras of the KP symmetry algebra 
under the adjoint action of the KP symmetry group with 
representatives spanned by T, Y, and X is thus complete. To 
summarize, an arbitrary one-dimensional subalgebra of the 
KP algebra is conjugate, under the KP symmetry group, to 
precisely one of the following. 

2\.\ = {X(1)}, 2\.2 = {Y(1)}, 2\,3 = {Z(1)}. 
(3.10) 

B. Classification of the two-dlmenslonalsubalgebras of 
the KP symmetry algebra 

Two types of two-dimensional Lie algebras {Y\,Y2} ex­
ist, both over R and C, namely Abelian algebras and solvable 
non-Abelian algebras, satisfying, in an appropriate basis, 
[Y\>Y2 ] = Y\. 

We will take Y\ in one of the three possible forms, estab­
lished above in Sec. III A, and let Y2 be a general element of 
the KP algebra. We first impose the commutation relations, 
then simplify Y2, using the isotropy group of Y\ in the invar­
iance group of the KP equation. 

,. Abelian algebras 

(1.1) lj=X(1)=T. 

We take Y2 = X(/) + Y(g) + Z(h). Requiring 
[Y\, Y2 ] = 0 and using (2.5) we find i = g = h = O. Hence 
Y2 = aX(1) + bye 1) + cZ(1). Replacing Y2 by Y2 
= Y2 - a Y\ we effectively set a = 0 in Y2• Conjugating by 

exp[AY(t) + ,uZ(t)], if b #0, we can arrange for c-o. If 
b = 0, then we put Y2 = Z (1 ). We thus obtain two distinct 
algebras {X(1),Y(1)} and {X(1 ),Z( 1)}. 

(1.2) lj = Y(1)= Y. 

We again take Y2 =X(/) + Y(g) + Z(h). Thecondi­
tion [Y\,Y2 ] = 0 implies i =g = 0, hence Y2 = aXe 1) 
+ bye 1) + Z(h). We must put a = O,orwewouldreobtain 

case (1.1). We put b = 0 by linear combination with Y\ and 
obtain another algebra, namely {Y(1 ),z(h)}. It should be 
noted that the remaining freedom in the KP symmetry 
group, namely the invariance of {Y( 1 )} under dilations and 
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time translations still could be used to give arbitrarily chosen 
values to any two of the Taylor coefficients of the function 
h(t). Hereafter we choose not to lift such trivial redundan­
cies for the equivalence classes of subalgebras labeled by ar­
bitrary functions. 

(1.3) lj =Z(1)=x. 

Requiring that Y2 in its general form commutes with Y\, 
we find Y2 =aX(1) + Y(g) +Z(h). Ifa#O we reobtain 
case (1.1). If a = 0, g#O we reobtain case (1.2). for a = 0, 
g = 0 we obtain a new algebra {Z( 1 ),Z(h);h #O}. 

2. Non-Abelian algebras 

(2.1) lj=X(1). 

The condition [X(1).x(/) + Y(g) +Z(h)] =X(1) 
implies i = 1, g = h = O. Conjugating by 
exp[AY(1) +,uZ(1)] wecantransformg-o,h-o. Weob­
tain a single algebra, namely {X ( 1 ).x (t) }. 

(2.2) lj = Y(1). 

Imposing the appropriate commutation relation we find 
Y2 = ~(t) + aX(1) + bye 1) + Z(h). We eliminate b by 
linear combination with Y\ and transform a and h into 0 by 
conjugating by exp[AX(1) +Z(H)]. The new algebra is 
hence {Y( 1 ).x(3t 12)}. 

(2.3) lj =Z(1). 

The commutation relation implies Y2 = X(3t) 
+aX(1) + Y(g) +Z(h). Conjugating by exp[AX(1) 
+ Y(G) + Z(H)] we transform a-o, g-o, h-o. The al­
gebra that we obtain is {Z(1), X(3t)}. 

Let us sum up the results. Every two-dimensional subal­
gebra of the KP algebra is conjugate under the invariance 
group of the KP equation to precisely one of the following 
algebras [with the reservation that any two functions h(t) 
and eah (t - f3), where a and f3 are constants, give equiva­
lent algebras]. 

1. Abelian algebras: 
22.\ = {X(1),Y(1)}, 

22,2 = {X(1),Z(1)}, 
(3.lla) 

22,/ = {Y(1),Z(h)}, 

22,4 h = {Z(1)'Z(h);h #O}. 

2. Non-Abelian algebras satisfying [Y\,Y2 ] = Y\: 
22,s = {X(1 ).x(t)}, 

22,6 = {Y(1 ).x(3t 12)}, (3.11b) 

22,7 = {Z(1).x(3t)}. 

C. Classification of the three-dimensional subalgebras 
of the KP symmetry algebra 

A real three-dimensional Lie algebra can be either sim­
ple or solvable. We will consider these two cases separately. 

,. SImple Ue algebras 

Let us first allow for complex coefficients in the vector 
fields and construct the algebra sl(2,C). This algebra has a 
two-dimensional non-Abelian subalgebra {Y\,Y2}. The 
sl(2,C) commutation relations can be written as 
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[Y1,Y2] = Y1, [Y2,Y3 ] = Y3, [Y1,Y3 ] =2Y2. (3.12) 

We will identify {Y1,Y2} with one of the algebras 
(3.lIb), i.e., consider it to be already in standard form. 

Let us start with 

22,s: Y1 =X(1), Y2 =X(t), 

Y3 =X(!) + Y(g) + Z(h), 

Imposing (3.12) we find Y3 =X(t2). 
Next consider 

22,6: Y1 = Y(1), Y2 = X(3t /2), 

Y3 =X(!) + Y(g) +Z(h). 

It is easy to see that [Y3, Y1 ] = 2 Y2 cannot be satisfied. Fin­
ally, consider 

~,7:Yl=Z(1), Y2=X(3t), 

Y3 =X(!) + Y(g) + Z(h). 

Again [Y3, Y1 ] = 2 Y2 cannot be satisfied. 
We thus have obtained a single class of sl (2, C) algebras, 

represented by {X(1),x(t),x(t2)} [see also (2.21) and 
(2.22)]. Restricting to real coefficients, we obtain sl(2,R), 
but not su(2). 

2. Solvsblll LIII slt/llbrs. 

A solvable three-dimensional Lie algebra always will 
have a two-dimensional Abelian ideal (see, e.g., Refs. 34 and 
35 for a classification of Lie algebras of dimension n..;; 5 into 
isomorphy classes). Unless the three-dimensional algebra is 
Abelian or nilpotent, this ideal is unique (up to conjugacy 
under inner automorphisms). We assume that the ideal 
{Y1,Y2} is already in standard form (22,1, ... ,22,4 h) and look 
for a third element Y3 =X(!) = Y(g) +Z(h) that acts 
upon the ideal: 

[ [y
1,Y3 ]] = [a b] [Y1], M= [a b]. 

[ Y2, Y3 ] c d Y2 C d 
(3.13) 

The real matrix Min (3.13 ) can, by change of the basis of the 
{Y1,Y2 } space, be taken into a standard form and further 
simplification can be achieved by rescaling Y3• Finally, Y3 

can be simplified by transformations in the KP symmetry 
group that leave the algebra {Y1,Y2 }, as a vector space, in­
variant. 

Let us now run through this procedure for each two­
dimensional Abelian subalgebra in our list (3.11 a) . 

a. 22.1 = {X(J), Y(J)} 

Imposing (3.13) and using the commutation relations 
(2.5) we obtain d = 2a/3, b = c = 0, and 
Y3 =aX(t) +aX(1) +pY(1) +rZ(1). Since X(1) and 
Y( 1) are elements of the algebra we can put a = P = O. If 
a#O we apply exp[AZ( 1)] to transform r-<l; we obtain a 
diagonal action in (3.13). If a = 0 we take r = 1 and obtain 
the Abelian algebra {XC 1),YO ),ZO)}. 

b. 22,2 = {X(J),Z(J)} 

From the commutation relations (2.5) and (3.13) we 
obtain Y3 = aX(t) + bZ(t) + rye 1) [up to linear combi­
nations with X(1 ),z (1 ) ] . If a # 0 we apply 
exp[AY( 1) + p,Z(t)] and transform b-<l, r-<l; we obtain 
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Y3 = X(t) and a diagonal action in (3.13). If a = 0 we must 
have b # 0 in order not to reobtain case 1 above. If r = 0 we 
obtain the nilpotent algebra {XC l),Z( 1 ),Z(t)}. If r#O we 
apply expAX(t) and the discrete symmetry (2.18a) to ob­
tain another nilpotent algebra {XC 1 ),Z( 1 ),Z(t) + Y( I)}. 

c. 22•3
H = {Y(J),Z(H)} 

The commutation relations imply c = 0'Y3 = aX(3t 1 
2) + aXO) + Y(g) + Z(h), where 

g = - (3a/2)bH, (3at + 2a)H + (2d - a)H = O. 
(3.14 ) 

In this case we consider each normal form of the matrix M in 
(3.13) separately. 

(3.1) [; !] = [~ ~]. 
Then (3.14) yields the Abelian algebra {yO) ,Z(H) ,Z(h)} 
[ with H (t) and h (t) linearly independent] for a # 0 and we 
reobtain {XO ),Y(1),Z(1)} for a = O. 

(3.2) [; !] = [~ !], d #0, 

or 

[; !] = [~ ~], a#O. 

In this case the action of Y3 on the ideal is decomposable, but 
not Abelian. Consider first the case a = 0, d # O. Then a # 0 
and (3.14) implies 

! = a, H = e- dt1a
, g =go + (3aabl2d)e- dt1a

• 

Changing the basis in the ideal to {Y1 - (bld)Y2,Y2} we 
diagonalize M. Performing a conjugation by 
exp[AY(G) + p,Z(K)] with appropriately chosen G(t), 
K(t), A, and p, we obtain the decomposable algebra 
{Y(l),Z(e- t ),X(1)}. Similarly, putting a#O, d=O, we 
obtain, after some rather tedious calculations, a further (ine­
quivalent) decomposable algebra {Y( 1 ),Z(t 1/3), X(3t 1 
2)}. 

(3.3) M nilpotent: 

Ifa#OweobtainH = l,g =go - 3at 12. Performinganap­
propriate exp AZ(K) transformation, we obtain a nilpotent 
algebra {yo ),Z( l),x( 1) - (3/2)aY(t)}. If a = 0, then 
H = - ~og and g,h are arbitrary; we obtain a family of nil­
potent algebras {yo ),Z( - ~og),Y(g) + Z(h);g#O}. The 
dependence on g(t) and h(t) cannot be transformed away 
and each couple g(t), h(t) provides a different conjugacy 
class of algebras. 

(3.4) M diagonalizable; a#d, a#O, d #0. We put 
a = 1 and transform a-<l (by a translation in t). Then 
! = 3t 12, 3tH = (1 - 2d)H,g = - 3abH 12. Conjugating 
appropriately by exp[AY(G) +p,Z(K)] we obtain a one­
parameter class of algebras {yo ),Z[t(1 - 2d)/3 ], X(3t 12)}. 

Since c = 0 in M, the only remaining possible form of M 
is a Jordan form. 

(3.5) [; ~] = [~ !]. 
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This, after conjugating by expAZ(K), gives the algebra 
{Y(1),z(t -2/3), X(3t 12) - (90/2) Y(t 1/3)}. 

d. 22.4 H = {Z(1),Z(H)} 
The commutation relations (2.5) and (3.13) in this case 

imply 

!i=a+bH, -fH+iiH=c+dH. (3.15) 

Moreover, we can take linear combinations of Z( 1) and 
Z(H) that will take M into its standard form: 
Zl=aZ(1) + PZ(H) , Z2=rZ(1)+~Z(H), with 
a~ - Pr #0. A further conjugation by exp AX(F) will then 
takeZl into Z( 1), Z2 into Z(H '). We thus assume thatM is 
already in standard form. 

(4.1) M= [~ ~]. 
We obtain one new Abelian algebra, namely 
{Z( 1 ),z(h ),Z(H)} with 1, h, and H linearly independent. 

(4.2) M= [~ ~]. 
This leads to one new decomposable algebra: 
{Z( 1 ),Z(t 1/3),z(3t)}. 

(4.3) M= [~ ~]. 
No new algebras are obtained. 

(4.4) M= [~ ~]. 
We find one class of algebras: {Z(1 ),Z(t(1- a)/3 ).x(3t)}. 

(4.5) M = [ _ ~ !]. 
This case corresponds to a "complex" action on the ideal 
(i.e., M could be diagonalized over C but not over R). From 
(3.15) we see that we must have f(t) #0. To solve (3.15) 
we depart from our usual procedure and first perform a 
transformation exp[X(F) + Y( G) + Z(K)] taking the ele­
ments Y1, Y2, and Y3 into Xl = Z(h1), X2 = Z(h2), and 
X3 = Z(1), respectively, where hi and h2 are arbitrary lin­
early independent functions. The commutation relations 
[X1.x3 ] = aXl + X2 and [X2.x3 ] = - Xl + aX2 now im­
ply 

;, = - ahl - h2' ;'2 = hi - ah2· 
Solving and performing an appropriate time translation, we 
obtain the algebras {Z (e - at cos(t) ),Z (e - at sin(t) ),X(1)}. 

(4.6) M= [~ ~]. 
We obtain a single class of Lie algebras, represented by 
{Z(l ),Z( -! In(t»).x(3t)}. 

To conclude this section we present in a unified manner 
a list of representatives of all conjugacy classes of three-di­
mensional subalgebras of the KP symmetry algebra, ordered 
by their isomorphy class. The solvable algebras are all given 
in the order {Y1'Y2,Y3}' where N = {Y1,Y2} is an Abelian 
ideal and the action of Y3 on N is given in (3.13). In each case 
we specify the matrix M. 

1. Abelian, M = [~ ~]: 
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23,1 = {X(1),Y(1),z(1)}, 

23,2 h,H = {Y( 1),z [h(t) ],Z [H(t) ]}, h(t) #AH(t), 

23,/,H = {Z(l),z [h(t)],Z [H(t)]}, (3.16) 

l,h(t) and H(t) linearly independent. 

2. Decomposable, non-Abelian, M = [~ ~]: 
23,4 = {Z(e- t),Y(1).x(1)}, 

23,S = {Y(1),Z(t 1/3).x(3t 12)}, (3.17) 

23,6 = {Z( 1 ),Z(t 1/3).x(3t)}. 

3. Nilpotent, M = [~ ~]: 
23,7 = {Z(t) , - Z(1).x(1)}, 

23,8 = {Z(t) + Y(1), -Z(1).x(1)}, (3.18) 

23,9"h = {Y(1),z [ - 2o'g(t)/3 ],Y [g(t)] 

+ Z [h(t) n, get) #0. 

[ lOa]' 4. Diagonal action on ideal, M = 0 

23,10 = {X(1),Y(1).x( - t)}, a =~, 

23,11 = {X(1),Z(1).x( - t)}, a =!, (3.19) 

23,12 a = {Y(1 ),Z [to - 20)/3 ].x(3t 12)}, a#O, 

23,13 a={Z(1),z[tO - a)/3].x(3t)}, a#O, a#1. 

5. Complex action on ideal, M = [ _ ~ !], a>O: 

23,14 a = {Z [e - at cos(t)],Z [e- at sin(t) ].x(1 )}, 

a>O. (3.20) 

6. Jordan action on ideal, M = [~ ~l 
23,IS = {Y(1),Z(t-2/3).x(3tI2) + Y( _9ot 1/3/2)}, 

(3.21) 
23,16 = {Z(1 ),Z [ - pn(t)] .x(3t)}. 

7. The simple Lie algebra sl( 2,R) : 

23,17 = {X(1).x(t).x(t2)} [see (2.21),(2.22)]. 
(3.22) 

Thus all isomorphy classes of three-dimensional real Lie 
algebras except su (2) are represented in the list of subalge­
bras of the KP symmetry algebra. 

It is easy to check in each case that there are no redun­
dancies in the above list except for the possibility of "normal­
izing" one of the arbitrary functions in an algebra by the . 
transformation h (t)~ h (t - P). The different Abelian al­
gebras are mutually nonconjugate since a general element of 
23,1 can beconjugatetoX( 1), Y( I), or Z( I), oneof23,2 h,His 
conjugate to Y(l) or Z (1), an element of 23,/,H is always 
conjugate to Z( 1). The functions h(t) and H(t) cannot be 
changed in either case without destroying the standard form 
of Y( I) or Z( I), respectively. In the decomposable case the 
ideal {Y1,Y2 } and the two-dimensional solvable subalgebra 
{Yv Y3 } are well defined and distinguish between the three 
cases. In the nilpotent case the center Y3 is uniquely defined. 
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It distinguishes ~3,9 g,h from the other two. An element of~3.7 
can be conjugate to X( 1) or Z ( 1), an element of ~3,8 can be 
conjugatetoX( 1), Y( 1), or Z( 1). In all other solvable cases 
the Abelian ideal is uniquely defined and suffices to distin­
guish between different mutually isomorphic cases. 

IV. SOLUTIONS OF THE KADOMTSEV-PETVIASHVILI 
EQUATION OBTAINED BY SYMMETRY REDUCTION 

In this section we will apply our knowledge of the KP 
symmetry group and its subgroups to construct all the solu­
tions of the KP equation that are invariant under the action 
of a one-dimensional subgroup. In doing so we also complete 
the proof of the assertion in Sec. III A, namely that there 
exist precisely three orbits of one-dimensional subalgebras of 
the KP algebra. The one-dimensional subgroups have orbits 
of codimension 3 in the space coordinatized by (t,x, y,u). 
The method provides solutions that depend on three, two, or 
one arbitrary functions of the variable t, in addition to the 
arbitrary functions that may appear in the solutions of the 
reduced equations, which are themselves partial differential 
equations in two (rather than three) variables. 

The method itself, called symmetry reduction, is very 
simple and well known. 12-16.36 It consists of taking a repre­
sentative of a one-dimensional Lie algebra Vand finding the 
scalar invariants of the corresponding one-dimensional Lie 
group exp A. V. This amounts to finding a fundamental set of 
solutions of a first-order linear partial differential equation 

VI(t,x, y;u) = 0. (4.1 ) 

Solving the corresponding characteristic system we obtain 
two symmetry variables 

5 = 5(t,x,y), 1/ = 1/(t,x,y) 

and an expression for the solution 

(4.2) 

u(t,x,y) =a(t,x,y)q(5,1/) +/3(t,x,y). (4.3) 

Here 5,1/, a, and/3 are explicitly known functions obtained 
by solving (4.1). On the other hand, q(5,rl> is a priori not 
known and is subject to a partial differential equation in 5 
and 1/, obtained by substituting (4.3) back into the KP equa­
tion. The entire symmetry group then can be applied to the 
solution (4.3) to obtain a larger class of solutions. Two equi­
valent approaches can be adopted. One is to make use of the 
classification of one-dimensional subalgebras of the KP alge­
bra, established in Sec. III A. We then go through the above 
procedure using the representatives of each conjugacy class 
of elements. Thus, V = X( 1) = at implies 5 = x, 1/ = y, 
a = 1, /3 = 0, and u (x, y) is a solution of the Boussinesq 
equation. If V = Y( 1) = ay we find 5 = x, 1/ = t, a = 1, 
/3 = 0, and u(t,x) is a solution of the KdV equation, once 
differentiated with respect to x. If V = Z ( 1) = a x we obtain 
5 = t, 1/ = y, a = 1, /3 = 0, and u(t,y) satisfies the linear 
equation Uyy = 0. In each of these cases we then apply the 
transformation (2.17) to get all solutions invariant under 
the action of a one-dimensional subgroup of the KP group. 
The solutions depend on up to three arbitrary functions. 

A completely equivalent procedure is to perform the 
same reduction using a general element 

V =X(/) + Y(g) + Z(h) (4.4 ) 
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and, as usual, considering separately the three cases 
1 (t) =1=0, 1 (t) = 0, and g(t) =1=0, and 1 (t) = g(t) = ° but 
h(t) =1=0. No further group transformation is necessary in 
this case. 

We apply the second procedure, mainly because it will 
confirm the result established when classifying the one-di­
mensional subalgebras of the KP symmetry algebra; namely 
all the equations obtained when reducing by the generator of 
a one-dimensional subalgebra under a transformation of the 
KP symmetry group are equivalent either to the Boussinesq 
equation, a differentiated KdV equation, or a linear equa­
tion. Let us just list the result in each case. 

Case 1. 1 (t)¥O: 

u(t,x,y) = 1-2 / 3q(5 1/) + 2j x + 4u(2gj - 3ft) y 
'91 27/2 

+ 4u(2j2 - 311) y2 2ug2 2h 
81P + 9p + 31' 

(4.5) 
• 2 

5= [x+ 20RY + 2uly ]1- 1/ 3 
31 91 

-f [2: g2(s) 1-7
/
3(S) + h(s) 1-4

/
3(S) ]dS, 

1/ =yl-2/3 - Lg(S)/-S
/
3(S)ds. 

Here u(t,x,y) is a solution of the KP equation for any suffi­
ciently smooth functions 1 (t) =1=0, g(t), and h (t), if and 
only if q (5,1/) satisfies the Boussinesq equation 

uq'1'1 + (q2)ss + jqm = 0. (4.6) 

Case 2. 1(t}=O, g(t)¥O: 

u(t,x,y) =g-I/2q(5,1/) + gx 
3g 

(2izg - gh) y u(~ - 2gg) y2 uh 2 

+ 3g2 + 9g2 - 2g2 , 
(4.7) 

5 = g-I/2[X _.!!.y + og y2] , 
g 3g 

1/ = Lg-3/2(S)ds. 

In this case u (t,x, y) is a solution of the KP equation if and 
only if q(5,1/) satisfies the once-differentiated KdV equation 

[q'1 +~qqs +lqm]s =0. (4.8) 

Case 3. 1(t)=g(t)=O, h(t}¥O: 

2iz 4uh 2 u(t,x,y) = q(t,y) + -x - -y . 
3h 9h 

(4.9) 

Here (4.9) solves the KP equation for any sufficiently 
smooth h (t) if and only if q solves the linear equation 

qyy = 0. (4.10) 

Integrating (4.10) we obtain a family of solutions of the KP 
equation depending on three arbitrary functions of t: 

2iz 4uh 
u(t,x,y) =-x--y2+K(t)y+L(t). (4.11) 

3h 9h 

The classes of solutions of the KP equation presented in 
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(4.5), (4.7), and (4.9) depend on three, two, or one arbi­
trary functions of t, in addition to the arbitrary functions 
possibly appearing in the solutions of the reduced equations. 
In general, they will diverge at infinity unless the functions 
I, g, and h are appropriately restricted. 

We now proceed to list some special cases of the above 
solutions that are of physical interest and illustrate how I, g, 
and h ought to be chosen so as to preserve decay at infinity. 

Boiti and Pempinelli37 have shown that the similarity 
solutions of the potential Boussinesq equation 

ow."." + (w2
s)s +!wssss =0, (4.12) 

obtained by setting q = Ws in the Boussinesq equation (4.6), 
are of the form 

W(5,1/) = <P [5 - ~ - u/31/] - (U/6)gl1/2 

+ ~ - u/3ho1/ + 5/6 + k, (4.13) 

where gl' ho' and k are arbitrary constants. The equation 
satisfied by w reduces to an ordinary differential equation for 
<p, which is equivalent to the first Painleve transcendent 
equation if g,;60 and to the equation for the Weierstrass p­
functions if g I = O. It follows from (4.13) that 

(4.14) 

satisfies the Boussinesq equation (4.6) and therefore that u, 
as given by (4.5), is a solution of the KP equation. From 
(4.5) we see that if we start with a solution of the Boussinesq 
equation, which is bounded at infinity, the corresponding 
solution of the KP equation given by (4.5) will have the 
same property only if I and g are constants, say 10;6 0 and 
go, while h is arbitrary. We thus obtain two classes of solu­
tions of the KP equation depending on one arbitrary func­
tion h(t) by performing a "Galilei-like" transformation, in­
volving an arbitrary function h(t) on the solutions of the 
Boussinesq equation arising from similarity solutions of the 
potential Boussinesq equation. They are given by 

and 

u(t,x,y) = -2( _gl/2)2/5/0-2/3p[(5) 

+ 20;f0 + 2h(t) ~ 
9/~ 3/0 + 6 ' 

5 = ( -/1 )1I5[XI 0- 113 + -fo'go/0-4/3y 

- 10- 4/3 fh(S)dS-~/0-7/3t 

_ ~ ~ U (/0-213y _go/0-5/3t ) + !:], 

X =Xlo-
1I3 + ~0/0-4/3y 

- 10- 413 fh(S)dS-~/0-7/3t 
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(4.15 ) 

(4.16) 

8-- \j-33-(/0- 213y _go/0-5/3t ). 

[P[(5) is the first Painleve transcendent, P(X,g2,g3) the 
Weierstrass elliptic function.] Notice that certain restric­
tions must be imposed upon the constants 10' go, gl' g2' and 
g3 in order to obtain real solutions of the KP equation. In 
particular the above solutions only can be real for the KPII 
equation, i.e., when u = - 1. In addition, "lump"-type so­
lutions of the KPII are obtained from (4.16) when 
g2 = g3 = 0, since we have p (X,O,O) = X- 2. 

From (4.7) we see that if we start from a solution q of 
the differentiated KdV equation (4.8) that is bounded, the 
corresponding solution of the KP equation will share the 
same property if and only if g and h are constants, say go;6 0 
and ho. This solution is given by 

u (t,x, y) = go- 1I2q (5,1/) - !uh ~go- 2, 

5 = go- 1/2(X - hoy/go), 1/ = go- 3/2t. 
( 4.17) 

Solutions of the differentiated KdV equation (4.8) can thus 
be "rotated" into solutions of the KP equation. This proper­
ty has been extensively used by Segur2

,3 in his construction of 
KP solutions of genus 1, which he obtains by rotating cnoi­
dal wave solutions of the KdV equation according to (4.17). 
C?f course, soliton and similarity solutions ofthe KdV equa­
tion also may be transformed into solutions of the KP equa­
tion, having physical significance. For example, the similar­
ity solution of the KdV38 equation 

q(5,1/) = - (~t)-2/3[Vz(Z,,u) + V 2(z,,u)], (4.18) 

where z = 22/35(31/) -1/3, and V(z,,u) is the second Painle­
ve transcendent satisfying 

Vzz(z,,u) = 2V3(z,,u) +zV(z,,u) +,u -!, (4.19) 

give rise to solutions of the KP equation via (4.17). 
In view of the form of transformations (4.5) and (4.7) it 

is quite possible to obtain bounded solutions of the KP equa­
tion from solutions of the Boussinesq or KdV equations that 
diverge asymptotically. One way of obtaining such solutions 
is to perform a different choice of symmetry variables than 
the ones described above and thus to reduce to a different 
partial differential equation in two variables. We have prov­
en that any choice is equivalent under the action of the KP 
symmetry group to one of the three choices discussed above. 
It is, however, possible for the group to transform bounded 
solutions of an equation into unbounded solutions of an 
equivalent one. 

For example, let us choose the following symmetry var­
iables: 

5 = [g,/3(go + glt)] 1/3 

where go, gl' and ho are constants [this choice is different 
from, but equivalent to, (4.7)]. It is easy to show that 

u(t,x,y) = - [gl/3(go+glt)] 2/3t?-(5,r) (4.21) 
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will satisfy the KP equation ifand only if tJ(s,r) satisfies the 
following nonlinear evolution equation: 

(4.22) 

Bounded solutions of this equation have been obtained by 
Calogero and Degasperis II using the inverse scattering 
method. They are given by 

tJ(s,r) = tJ*(5 -z*(r),p*(r»), (4.23) 

where 

tJ *( p,q) 

= 2q[2 Ai'( p)Ai( p) + q{Ai( p)}4G( p,q) ]G( p,q), 
(4.24) 

G(p,q) = (1 +q[Ai'(p)]2 -qp[Ai(p)]2)-1, (4.25) 

z*(r) =zte- 41', p*(r) =P'te-41', (4.26) 

and Ai (q) denotes an Airy function. The solutions of the KP 
equation defined by (4.20)-( 4.26) contain the solutions ob­
tained by Nakamura26 as a special case. 

We have shown that the use of one-dimensional subalge­
bras of the KP algebra makes it possible to generate large 
classes of solutions of the KP equation. For this particular 
equation the higher-dimensional subalgebras are ofless use. 
Indeed, consider the two-dimensional subalgebras, all of 
which are listed in (3.11). Performing symmetry reduction 
with any of these we obtain a system of two linear first-order 
partial differential equations: 

Yl(t,x,y,u) = 0, Y2I(t,x,y,u) = O. (4.27) 

Typically this system yields one symmetry variable S and an 
expression for the solution of the KP equation: 

u(t,x,y) =a(t,x,y)q(s) + {3(t,x,y), (4.28) 

where a, {3, and s(t,x, y) are explicitly known. Substituting 
( 4.28) into the KP equation we obtain an ordinary differen­
tial equation for q (s). The solution (4.28) then can be trans­
formed by a general transformation of the KP symmetry 
group into a more general solution. However, one of the two 
operators in (4.27), say YI , will always coincide with one of 
those used above to reduce the KP equation to the Boussin­
esq equation, the KdV equation, or a linear equation. The 
other operator Y2 then provides a further reduction. In other 
words, we do not obtain new solutions but particular cases of 
those discussed above. 

V. CONCLUSIONS 

The method of symmetry reduction for solving partial 
differential equations is certainly not new: it lies at the origin 
of Lie group theory itself.39 Several new factors have recently 
emerged that should give new life to this old method. 

The first is that many of the important nonlinear partial 
differential equations of modem physics tum out to have 
infinite-dimensional symmetry groups, the Lie algebras of 
which involve arbitrary functions. Such is the case of the 
Kadomtsev-Petviashvili equation treated in this article, but 
also of other integrable partial differential equations in 2 + 1 
dimensions. Thus, the "modified potential Kadomtsev-Pet­
viashvili" equation 

[u
xxx 

-2(ux )3_4u,]x -6uxx uy +3uyy =0, (5.1) 

1236 J. Math. Phys., Vol. 27, No.5, May 1986 

introduced by Jimbo and Miwa,7 turns out to have such a 
symmetry group.19 The symmetry group of the Davey­
Stewartson equation40 [the (2 + 1) -dimensional Schro­
dinger equation] is also infinite dimensiona1.41 

The second factor is that methods have been developed 
for classifying subgroups of finite-dimensional Lie 
groups.27,28.30.31 These methods can be generalized to infi­
nite-dimensional Lie groups and we have seen in this article 
that it was not difficult to find representatives of all conju­
gacy classes oflow-dimensional subalgebras of the KP sym­
metry algebra. A knowledge of the subgroups of the symme­
try groups is essential for implementing the program of 
symmetry reduction. 

The third new factor is the recent development of the 
theory of infinite-dimensional Lie groups and Lie algebras, 
in particular, Kac-Moody algebras and the realization of the 
important role they play in the study of integrable dynamical 
systems. It is of interest to note, as pointed out in Sec. II, that 
the symmetry algebra of the KP equation contains a loop 
algebra structure. 

Our future plans include a treatment of other (2 + 1)­
dimensional integrable equations and also an extension of 
the methods of this article to include more general transfor­
mations (contact transformations and Lie-Backlund trans­
formations I5

). We also plan to consider the possibility of 
combining Lie symmetries and Backlund transformations 
for the KP equation. Finally, a more complete classification 
of the subgroups of the KP group would allow us to ap­
proach, in a systematic manner, the question of symmetry 
breaking for the KP equation, i.e., the construction of rei at­
ed equations, invariant under subgroups of the KP group, 
rather than under the entire group. 
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Solutions to a generalized spheroidal wave equation: Teukolsky's equations 
in general relativity, and the two-center problem in molecular quantum 
mechanics 
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Department of Physics and the College of Science Computer, University of Utah, Salt Lake City, Utah 84112 

(Received 9 July 1985; accepted for publication 3 January 1986) 

The differential equation, x(x - xO)(d 2y/dx2
) + (B1 + B~)(dy/dx) + [lV2X(X - xo) 

- [2'T/lV (x - x o) + B3]Y = 0, arises both in the quantum scattering theory of nonrelativistic 
electrons from polar molecules and ions, and, in the guise ofTeukolsky's equations, in the theory 
of radiation processes involving black holes. This article discusses analytic representations of 
solutions to this equation. Previous results of Hylleraas [E. Hylleraas, Z. Phys. 71, 739 (1931) ], 
Jafie [G. Jaffe, Z. Phys. 87, 535 (1934)], Baber and Hasse [W. G. Baber and H. R. Hasse, Proc. 
Cambridge Philos. Soc. 25, 564 (1935) ], and Chu and Stratton [L. J. Chu and J. A. Stratton, J. 
Math. Phys. (Cambridge, Mass.) 20, 3 (1941) ] are reviewed, and a rigorous proof is given for the 
convergence of Stratton's spherical Bessel function expansion for the ordinary spheroidal wave 
functions. An integral is derived that relates the eigensolutions of Hylleraas to those ofJaffe. The 
integral relation is shown to give an integral equation for the scalar field quasinormal modes of 
black holes, and to lead to irregular second solutions to the equation. New representations ofthe 
general solutions are presented as series of Coulomb wave functions and confluent 
hypergeometric functions. The Coulomb wave-function expansion may be regarded as a 
generalization of Stratton's representation for ordinary spheroidal wave functions, and has been 
fully implemented and tested on a digital computer. Both solutions given by the new algorithms 
are analytic in the variable x and the parameters B I' B 2, B 3, lV, xo, and 'T/, and are uniformly 
convergent on any interval bounded away from Xo. They are the first representations for 
generalized spheroidal wave functions that allow the direct evaluation of asymptotic magnitude 
and phase. 

I. INTRODUCTION 

Generalized spheroidal wave equations have been the 
topic of much applied mathematical research. They are 
usually characterized as being second-order linear differen· 
tial equations having two regular singular points and one 
confluently irregular singular point. In this article the prob­
lem of generating general solutions to the specific equation 

d 2y dy 
x(x - xo) dx2 + (B1 + B~) dx 

+ [lV2X(X - xo) - 2'T/lV(X - xo) + B3]Y = 0 (1) 

(whereBI> B2, B3, lV, 'T/, andxo are constants) is approached 
from the point of view of the computational physicist. Equa­
tion (1) will hereafter be referred to as "the generalized 
spheroidal wave equation." The intervals of physical interest 
are both [O..:;x..:;xo] and [xo":;x < 00). Representations for 
solutions on the bounded interval [O..:;x..:;xo] are well under­
stood, and are reviewed here only to illustrate properties of 
three-term recurrence relations. The purpose of this paper is 
to present new representations for solutions on the semi­
infinite interval [xo":;x< 00). 

The differential equation ( 1 ) arises in two specific phys­
ical contexts: the separation ofthe one-particle Schrodinger 
equation in prolate spheroidal coordinates, and the separa­
tion of linearized perturbation equations on the back­
grounds of Schwarzschild and Kerr black holes. (Teu­
kolsky's equations governing perturbations of the Kerr 

metric are generalized spheroidal wave equations.) This pa­
per is an exposition on neither quantum mechanics nor gen­
eral relativity, and the physics underlying these equations 
will be mentioned only in the context of boundary conditions 
relevant to the solutions. 

Researchers in both astrophysics and molecular physics 
have long recognized the frequent inadequacy of numerical 
integration techniques in supplying satisfactory solutions to 
generalized spheroidal wave equations. I

-
3 The original goal 

of this study was the development of analytic representa­
tions for solutions to Eq. (1) on the interval [xo<x < 00 ) 

that would be useful in the investigation of resonance phe­
nomena in low-energy molecular scattering processes. For 
that end, we sought a representation that was both analytic 
in the independent variable x and the parameters B I' B2, B3, 
lV, xo, and 'T/, and from which the analytic behavior of the 
solutions as x---+ 00 could readily be inferred. The power of 
the resulting Coulomb wave-function expansion is demon­
strated in an article on the spectral decomposition of the 
perturbation response of Schwarzschild black holes.4 The 
present paper presents the new algorithm, and how we ar­
rived at it. 

In the process it reviews earlier work of Hylleraas, Jafie, 
Baber and Hasse, Chu and Stratton, and Morse. These auth­
ors' results form a natural starting point for this study, which 
may be considered to be a continuation of their previous 
efforts, and are a seemingly forgotten topic in themselves. 
Review of their work is particularly worthwhile in view of 
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enduring misconceptions concerning the convergence prop­
erties of some of their representations. 

Lastly, we have discussion of two representations that 
we have not yet used in computational problems, nor verified 
numerically. They are the second solutions of JaCe's type 
presented in Sec. IV C, and the confluent hypergeometric 
function expansions of Sec. VII. The first of these (if it is 
correct) may eventually be of considerable computational 
utility. The second is more difficult to evaluate. The repre­
sentations of which we have made extensive computational 
use are the regular J aCe series discussed in Sec. IV A, and the 
Coulomb wave-function expansion presented in Sec. VI. The 
present (July 1985) computer implementation of these al­
gorithms is discussed briefly in the Summary. The paper is 
outlined as follows. 

Section II shows the equivalence of the separated parts 
of the one-particle Schrodinger equation in prolate spheroi­
dal coordinates to the Teukolsky equations that describe the 
perturbations of the Weyl tensor for Kerr black holes. The 
angular and radial parts of both sets of equations are cast in 
the common form of Eq. (1), and solutions at the singular 
points x = 0, x = x o, and x = 00 are discussed. 

Section III briefly reviews the theory of three-term re­
currence relations and illustrates the usefulness thereof in 
generating spheroidal harmonics and in obtaining the eigen­
values of the angular differential equation on the interval 
[O,;;;;x,;;;;xo]' The origins of the method are lost in antiquity, 
and most of the material in this section is stolen from more 
recent articles by Baber and Hasse,S and Gautschi.6 

Section IV turns to the study of solutions on the interval 
[xo';;;;x < 00 ), and starts with a review of the eigensolutions 
of Hylleraas7 and JaCe.s Convergence properties of both re­
presentations are discussed in detail, and an integral relating 
the two is derived. Jaffe's solution is of critical importance, 
since it can be generalized to all values of the frequency (d, 

and provides solutions that are regular and analytic as 
x-xo. Section IV C contains a rather lengthy digression on 
the possibility of generating second solutions to the differen­
tial equation by means of a confluent hypergeometric func­
tion expansion related to the Laguerre polynomial expan­
sion of Hylleraas. The resulting expressions have yet to be 
verified numerically. 

Section V reviews Stratton's classic solution to the ordi­
nary spheroidal wave equation, and generalizes Stratton's 
solution to the case of the Schrodinger's equation for an elec­
tron in the field of a finite dipole. Rigorous proofs of the 
convergence of the resulting spherical Bessel function ex­
pansions are discussed in detail, and form the basis for the 
full generalization in terms of Coulomb wave functions pre­
sented in Sec. VI. The discussion in Sec. V is important be­
cause it shows for the first time how analytic solutions may 
be constructed for a spheroidal wave equation in a space with 
a nonzero potential. 

Section VI presents the ultimate result of this study: the 
expansion of solutions to the fully generalized spheroidal 
wave equation (1) in convergent series of Coulomb wave 
functions. The solutions provided by this representation are 
both irregular as x-xo' but are analytic in the operational 
sense that they allow the asymptotic (large x) behavior of 
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any solution to the generalized spheroidal wave equation to 
be computed directly from the value of the solution and its 
derivative at any finite x greater than xo. The algorithm has 
seen full computational implementation, and has been used 
to characterize the nature of the perturbation response of the 
Schwarzschild black hole to an appreciably greater extent 
than has previously been possible.4 Sections V and VI may be 
read independently from Sec. IV. 

Section VII presents another expansion for generalized 
spheroidal wave functions as series of confluent hypergeo­
metric functions. 

Section VIII looks at what happens to the generalized 
spheroidal wave equation and its Coulomb wave-function 
solutions (Sec. VI) in the confluence as xo-D. This happens 
at the extreme Kerr limit of black hole rotation, and con­
cludes the present analysis of generalized spheroidal wave 
functions. 

Section IX is a summary and contains a brief description 
of the computer programs that generate the Jaffe solutions 
and the Coulomb wave-function expansions. 

Lastly, it has not been possible for the present paper to 
reference all the literature pertaining to spheroidal wave 
functions, much of which is due to the efforts of Miexner et 
al. The interested reader will find a comprehensive bibliog­
raphy in their recent monograph.9 

II. ORIGINS OF THE EQUATION AND ASYMPTOTIC 
SOLUTIONS 

Generalized spheroidal wave equations are ordinary dif­
ferential equations with two regular singular points and one 
confluently irregular singular point. Although the Helm­
holtz equation separates in spheroidal coordinates into par­
ticular, and special, examples of such equations (ordinary 
spheroidal wave equations),10 the earliest physical context 
of a generalized spheroidal wave equation arose in the consi­
deration of the quantum mechanics of hydrogen molecule­
like ions. Early investigations into this subject are reviewed 
by Baber and Hasse,s and much of the discussion in this and 
the following two sections is excerpted from their article. 
Generalized spheroidal wave equations also result from the 
separation of linearized covariant wave equations on black 
hole background metrics, and the quasinormal modes of the 
perturbations ofthese geometries may be found by the same 
techniques used to determine the bound-state eigenfunctions 
of the hydrogen molecule ion. II This section explores the 
similarity of the differential equations in the astrophysical 
problem to corresponding differential equations in the mo­
lecular ion problem, and reduces them both to the form of 
Eq. (1). 

A. SchrOdlnger equation for hydrogen moleculellke 
Ions 

If NI and N2 are the charges on two fixed nuclei A and B, 
20 is the distance AB between them, and r l and r2 are the 
distances of an electron from A and B, respectively, then the 
prolate spheroidal coordinates A and p, are defined by 
A = (rl + r2)/2aandp, = (rl - r2 )/2a. At large values ofrl 
and r2, A becomes a simple measure of the distance from the 
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molecule or ion, and is referred to as the "radial coordinate. " 
Under the same conditions, I' reduces to the cosine of the 
usual polar angle 0, and I' is termed the "angular coordi­
nate." The time-independent SchrOdinger equation 
V2tP+ (E- V)tP=O separates if tP= 'I'(A.)cI>(p,) 
X exp (im~ ), where ~ is the azimuthal angle about the axis 
AB. A description of this separation is given in Eyring et al. 12 
The resulting ordinary differential equations for 'I' and cI> are 

~ [(A. 2 _ 1) tfIII] + [alA. 2 + 2a(NI + N 2 )A. 
dA. dA. 

-Aim -m2/(A. 2 _1)]'I'=0, (2) 

and 

~ [(1-1'2) dcl>] + [ _ W2p,2 - 2a(NI - N2)p, 
dp, dp, 

+Alm _m2/(I_p,2)]cI>=0, (3) 

where w2 = 202 E in atomic units. 
Equations (2) and (3) are generalized spheroidal wave 

equations. If we write 'I' = (A. 2 - 1) ml:t'(A.) and 
cI> = (I - p,2)mI2g(p,), the differential equations for / and g 
are 

(A. 2 - 1)/..u + 2(m + 1)A./...t + [w2A. 2 + 2a(NI + N2 )A. 

+ m(m + 1) -Aim ]/= 0, (4) 

and 

(I - p,2)g.pp - 2(m + I )p,g.P - [W2p,2 + 2a(NI - N2)p, 

+m(m+1)-Alm ]g=O. (5) 

The form ( I) is obtained if we let x = A. + I in Eq. (4), and 
x = I' + I in Eq. (5): 

x(x - 2)/.= + 2(m + I)(x - 1)/.x 

+ [w2x(x - 2) + 2a(NI + N2) (x - 2) 

+ w 2 + 2a(NI + N2 ) + m(m + I) -Alm)/= 0, 
(6) 

x(x - 2)g,xx + 2(m + I)(x - I )g,x 

+ [w2x(x - 2) + 2a(NI - N2)(x - 2) 

+ w2 + 2a(NI - N2 ) + m(m + 1) -Alm]g = 0. 
(7) 

Generalized spheroidal wave equations are character­
ized by two regular and one conftuently irregular singular 
points. These occur at x = 0, x = xo' and at x = 00, respec­
tively. For Eqs. (6) and (7) the regular singularities corre­
spond to the physical locations of the two nuclei, which are 
at the foci of the coordinate system, A. = I and I' = ± I. If 

limy-xk
" and lim y- (x - XO)k2, 

x--+O X-Xo 

then the indices kl and k2 take the values 

kl = 0, 1+ BI/xo, and k2 = 0, 1- B2 - BI/xo· 

ForEqs. (6) and (7) these values are 0, - mbothfork l and 
for k2• 

B. Covariant wave equation on Schwarz8chlld and Kerr 
backgrounds 

A separable linearized partial differential wave equation 
obeyed by components of weak electromagnetic and gravita-
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tional fields on the background geometry of the Schwarzs­
child black hole was derived through the efforts of 
Wheeler,13 Regge and Wheeler,14 Zerilli, IS Chandrasek­
har,16 and Chandrasekhar and Detweiler. 17 Analysis of 
wave equations on the Kerr geometry of rotating black holes 
was provided by Teukolsky.18 Generalized spheroidal wave 
equations result in each case. 

1. Schwarzschlld geometry 

The Schwarzschild geometry is spherically symmetric, 
and the partial differential equation for the field components 
separates in polar spatial coordinates r, 0, and ~, and 
Schwarzschild's time coordinate t. These are the Schwarzs­
child coordinates. 

Denote either a massless scalar field or a component of 
the electromagnetic or gravitational fields by a generic field 
function cI>(t,r,O,~). Fourier analyze and expand cI> in 
spherical harmonics as 

m( OA.) I f"" -iwt 'I' t,r, ,." = - e 
21T - "" 

X (~ + tPl (r,w) y/O (O,~) )dW. (8) 

The homogeneous differential equation obeyed by the Four­
ier component tPl (r) is 

r(r - I )tPl,rr + tPl,r 

[ 
w2r s'- - I ] + ---1(1+ I) +-- tPl =0, 
r-I r 

(9) 

where the coordinates t and r have been scaled so that the 
horizon, which usually appears at r = 2M, is now at r = 1. 
The parameter s is the spin of the field, and takes the values 0, 
I, or 2 depending on whether cI> is, respectively, a component 
of the massless scalar, electromagnetic, or gravitational 
field. 

The history of the derivation of these perturbation equa­
tions is long and rich. The derivation of the radial compo­
nent of the scalar wave equation [s = ° in Eq. (9)] on the 
Schwarzschild background is a straightforward exercise in 
perturbation theory. 19,20 The s = 1 equation for electromag­
netic perturbations was derived by Wheeler in 1955,13 and 
the s = 2 equation for odd parity gravitational perturbations 
by Regge and Wheeler a few years later. 14 A very similar 
equation obeyed by even parity gravitational perturbations 
was obtained by Zerilli in 1970, IS and the equivalence of 
Zerilli's even parity equation to Regge and Wheeler's odd 
parity equation [Eq. (9) with s = 2] was demonstrated by 
Chandrasekharl6 and Chandrasekhar and Detweilerl7 in 
1975. This 20 years of effort has been summarized by Profes­
sor Chandrasekhar in Chap. 4 of his recent book.21 

Equation (9) may be put in the form of Eq. (I) by 
means of the substitution 

tP/(r,w) =rl + S (r-1)-iwy (r,w). ( 10) 

The differential equation for y is 

r(r - 1)y," + [2(s + I - ;w)r - (18 + 1) ]Y,r 

+ [w2r(r - I) + 2w2(r - I) + 2w2 -/(1 + 1) 

+s(s+ 1) - (18+ 1);w]y=O, (11) 
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and the indicial structure at the regular singular points r = 0 
and r = 1 is given by 

r-o ,_1 
Y -- r"', y -- (r - 1)k" 

where kl = 0, - 2s and k2 = 0, 2iw. With the signs for w 
chosen in Eqs. (8) and (10), the exterior (i.e., l<r< 00) 

solution y that is regular at r = 1 corresponds, for 
Re (w) > 0, to a field function that radiates into the horizon. 
This is the physically meaningful case, but a second exterior 
solution may be found simply by replacing w by - w in Eqs. 
(10) and (11). 

2. Kerr geometry 

The geometry of the rotating black hole has oblate 
spheroidal nature, and the wave equation for the compo­
nents of the massless fields can be separated in the oblate 
spheroidal spatial coordinates A., "', and t/>, and a timelike 
coordinate t. The coordinates A. and", may be defined as in 
Sec. II A for prolate spheroids, but the axis of oblate rotation 
is the semiminor axis of the family of ellipses parametrized 
by constant values of A.. The oblate spheroidal coordinate t/> 
measures the azimuthal angle about the semiminor axis. The 
singularities of the coordinate system, which are the fixed 
locations of the two foci for prolate spheroids, become a sin­
gular ring of radius a when the foci rotate about the semi­
minor axis. 

Kerr's spatial coordinates rand 0 are simply related to 
the oblate spheroidal coordinates A. and", by22 

r=a(A. 2_1)1/2 and 0= sin-I",. 

Simplification ofthe Kerr metric is obtained by the introduc­
tion of the Boyer-Lindquist azimuthal coordinate ¢, which 
is related to the azimuthal angle t/> and the radial coordinate r 
by 

d¢ =dt/> +a(r - 2Mr+ a2)-ldr. 

We will follow the usual convention of dropping the "-,, 
from ¢ and denote the Boyer-Lindquist coordinates simply 
by t, r, 0, and t/>. These coordinates reduce to Schwarzschild's 
coordinates as a-o. The Kerr metric in Boyer-Lindquist 
coordinates is 

ds2 = (1- 2Mr/~)dt2 + (4Marsin2(0)/~)dtdt/> 
- (~/a)dr - ~ d0 2 

- sin2(0)(r + a2 - 2Ma2rsin2(0)/~)dt/>2, (12) 

where 

~ = r + a2 cos2 0 

and 

a = r - 2Mr + a2. 

It is convenient to define one last angular coordinate 
u = cos(O) = ± (1 - ",2) 112. The field function <t>(t,r,u,t/» 
can then be expanded as 

1 f'" '" 1 <t> (t,r,u,t/» = - e - /.,,)" L elm~ Sim (u) 
21T - '" 1:j'1 m=-I 

xR1m (r)dw (13) 

and, after a rescaling of t and r so that 2M = 1, the following 
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differential equations are obtained1
•
18 for the angular func­

tion S( u) and the radial function R (r): 

[( 1 - U
2)Slm,u ] ,u + [a2w2u2 - 2awsu + s + Aim 

- (m + su)2/( 1 - u2) ]Slm = 0, 

and 

aRlm,rr + (s + 1) (2r - 1 )Rlm,r + V(r)R lm = 0, 

where 

V(r) = [(r + a2)2w2 - 2amwr + a2m2 

+ is(am(2r - 1) - w(r - a2))]a- 1 

+ [2iswr - a2w2 - Aim]' 

(14) 

(15) 

Equations (14) and (15) are the Kerr geometry linearized 
wave equation analogs to the Schrodinger prolate spheroidal 
equations (2) and (3). The functions Rim and Sim are re­
ferred to as "Teukolsky's functions,,,21 and we will now 
show that they are, in fact, generalized spheroidal wave 
functions. 

Define an auxiliary rotation parameter b by 
b = (1 - 402 ) 1/2, and define r + and r _ to be the zeros of a, 
so that a = (r - r _)(r - r +). Then r ± = (1 ± b)/2, and 
r = r + corresponds to the event horizon. The solutions of 
Eqs. (15) and (14) at the regular singularities u = ± 1 and 
r = r ± can be found in the usual way: if 

lim Sim - (1 + U)k" 
u_-l 

and 

lim Sim - (1 - U)k>, (16) 
u-++l 

then 

kl = ±! (m - s), and k2 = ±! (m + s). 

Similarly if 

and 

'-+'+ 
then 

k_ = - (ilb)(wr _ - am), - s + (ilb)(wr _ - am), 

and 

k+ = (ilb)(wr+ -am), -s- (ilb)(wr+ -am). 

The physically meaningful solutions to the angular 
equation ( 14) are regular at the axis (u = ± 1), so the usual 
choices for kl and k2 are kl = 1m - sl/2 and k2 = 1m + sl/ 
2. Similarly, the usual exterior solutions to the radial equa­
tion are those that correspond to fields radiating into the 
event horizon at r = r +. This corresponds to 
k+ = - s - i(wr + - am)lb. Boyer-Lindquist coordi­
nates are not well suited to analysis of the physics of the 
interior problem, but the choice 
k_ = -s+i(wr_ -am)/b tums out to be convenient for 
the present study restricted to just the differential equation. 
Letting 
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RIm = (r - r _) -s+ (ilb)(wr_ -am) (18) 
X (r - r +) -s- (ilb)(wr+ -am)y(r - r_) (17) 

and then the differential equations for y and g are 

x(x-b)y,xx + [2(1-s-im)x+ (s-1 +2im)b -2i(mr+ -am»)y,x + [m2x(x-b) 

+ 2(m + is)m(x - b) + (1 + b - a2)m2 + (2s - 1 )im + ismb - 2s - AIm ]y = 0, (19) 

where x = r- r _, and 

z(z - 2)g,zz + [2(k, + k2 + 1)z - 2(2k, + 1) )g,z 

+ [ - a2m2z(z - 2) + 2amsz - s - AIm - (s + am) 2 

+ (k, + k2) (k, + k2 + 1»)g = 0, (20) 

where z = U + 1. These are generalized spheroidal wave 
equations of form (1). 

C. Exponents of the solutions near the regular singular 
points x = 0 and x = Xo. and asymptotic solutions 

We may now take Eq. (1) to be our standard form for 
the generalized spheroidal wave equation: 

d 2y dy 
x(x-xo) --2 + (B, +B~)-

dx dx 

+ [m2x(x - x o) - 21]m(x - xo) + B3)y = 0. 

We recapitulate the solution forms at the regular singular 
points. If 

limy_xk" and lim y- (x - xo)k" (21) 
x---+O X-Xo 

then 

k, = 0,1 + B,/xo' and k2 = 0,1 - B2 - B,/xo. 

Asymptotic solutions are found through the substitution 

y(x) = xB,/2xo(x - x o) - (l/2)(B, +B,/Xo)V(X). 

The differential equation for v(x) as x_ 00 is approximately 

d 2V + [m2 _ 21]m _ ! B2 (! B2 - 1) - B3 

dx2 X x 2 

+ O(x- 3
) ]v = 0, 

so that two independent asymptotic solutions for Eq. (1) are 

and 

lim y + (x) = xB,I2Xo(X - xo) - (112) (B, + B,lxo) 

X [Gv.(1],mx) +iFv.c1],mx)] 

X [1 + O(x- 3 »), (22) 

X [Gv• (1],mx) - iFv• (1],mx)] 

X [1 + O(x- 3 »), (23) 

where F v.(1],mx) and Gva (1],mx) are the Coulomb wave 
functions of (usually complex) order 

Va = H - 1 ± (1 + B 2 (B2 - 2) - 4B3)1/2]. 

To lower order, the asymptotic approximations simplify to 
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j 
limy± (x)_x-«1I2)Bd i1/)e±iWX[1 +O(1/x»). (24) 
x~oo 

Coulomb wave functions will be discussed further in Sec. VI. 

III. THREE-TERM RECURRENCE RELATIONS AND THE 
ANGULAR EIGENVALUE PROBLEM 

Every representation of generalized spheroidal wave 
functions discussed in this paper will involve either a power 
series expansion, or an expansion in a series of special func­
tions. Since the expansion coefficients in each case will be 
defined by a three-term recurrence relation, a review of some 
properties of such relations is in order. The discussion here 
will be quite brief, and is excerpted primarily from the first 
few sections of the excellent article on three-term recurrence 
relations by Gautschi. 6 The theory is illustrated by a simple 
and relevant example of a sequence determined by a three­
term recurrence relation: the coefficients for a power series 
solution to Eq. (1) about the regular singular point x = 0. 

A. Power series solutions on [O.;;;x <xo] 

Equation (1) was 

d 2y dy 
x(x - xo) --2 + (B, + B~) -

dx dx 

+ [m2x(x - x o) - 21]m(x - xo) + B3)y = 0. 

Following Baber and Hasse,5 a power series solution about 
x = ° may be obtained by letting 

00 

y(x) = eiwx L a~xn. (25) 
n=O 

We use the superscript () in this solution to denote its usual 
association with the angular equations (3) and (14). The 
sequence of expansion coefficients {a~: n = 1,2, ... } is de­
fined by the three-term recurrence relation 

=0, 

a~ a~ +' + p ~ a~ + ~ a~ _, = 0, 

where 

n = 1,2, ... , 

- xon
2 + (B, - xo)n + B" 

(26) 

p~= 

~= 

n2 + (B2 - 2imxo - l)n + 21]mxo + imB, + B 3, 

2imn + im(B2 - 2) - 21]m. 

(27) 

Equations (26) and (27) are equivalent to Baber and Has­
se's Eq. (10). We will take Eq. (26) to be the standard form 
for a three-term recurrence relation. In Secs. V and VI we 
will also discuss double-ended sequences in which the index 
n runs from - 00 to + 00, as opposed to the single-ended 
variety considered here. 
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Three-term recurrence relations, like second-order dif­
ferential equations, possess two independent solution se­
quences {An: n = 1,2, .. .} and {Bn: n = 1,2, .. .}. The two se­
quences frequently have the property that limn_ oo AnlBn 
= O. Thesequence{An:n = 1,2, ... }is then referred to as the 
"solution sequence minimal as n-oo," or briefly, as mini­
mal. Any nonminimal solution sequence {Bn: n = 1,2, ... } is 
referred to as dominant (Gautschi, p. 25). Dominant se­
quences are not unique, as any multiple of the minimal solu­
tion may be added to them without destroying their domi­
nant property. We typically denote either type of sequence 
bythegeneralsequence{an:n = 1,2, .. .}. Whether thea" are 
minimal or dominant will be seen to depend on the ratio all 

The large n behavior of the expansion coefficients {a~: 
n = 1,2, ... } may be analyzed by writing Eq. (26) as 

a9 a9 

9~+f39 +,JJ ~=O 
a" 9 "rn 9 ' 

a" a" 
(28) 

dividing by n2
, and keeping only the leading order terms in 

the result, 

a9 2' a9 

-xo~+ 1 +~~:::::O. 
a~ n a~ 

(29) 

We then see that the a~ are elements of the minimal solution 
sequence if 

. a~ 2im 
hm-----

9 ' n_oo a,,_1 n 
(30) 

and the a~ are dominant if 

. a~ 1 
hm--=-
"_00 a~ -1 Xo 

(31) 

The ratio of successive elements of the minimal solution 
sequence to the recurrence relation (26) is given by the con­
tinued fraction6 

a~+2~+3 
(32) --= 

a~ f3~+ 1 -

which for n = 0 gives 

af - 11 af11 a~rf 
- = ---------... 
ag f3f- f3~- f3~-

(33) 

However, for single-ended sequences such as arise out of 
power series expansions, the first ofEqs. (26) requires that 

(34) 

Equations (33) and (34) cannot both be satisfied for arbi­
trary values of the recurrence coefficients a~, f3 ~, and ~, so 
that the general solution sequence to Eq. (26) is a dominant 
one and can usually be generated by simple forward recur­
sion from a chosen value of ag. The resulting power series 
(25) will converge for all x of magnitude less than the mag­
nitude ofxo, but will diverge when Ixl>lxol. 

A power series solution for Eq. (1) about the singular 
point x = Xo may be obtained simply by letting z = x - Xo' 

Then Eq. (1) in this new variable becomes 

z(z + xo)Y,zz + (B 1 + B~o + B~)y,z 
+ [lih(z + x o) - 211mz + B 3 ]y = 0, (35) 
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which is of the same form as Eq. (1), and a power series 
solution about z = 0 can be generated in the same manner as 
before. Such a solution could be useful in obtaining the be­
havior near x = Xo of solutions on the exterior interval 
[xo<x < 00 ). However, the radius of convergence ofthis se­
ries expansion if just Ixo I. It is no more useful in obtaining 
eigensolutionson [O<x<xo] as is the series (25), and is vast­
ly inferior to Ja.fIe's solution on [xo<x < 00 ). Second power­
series solutions, in the cases when 1 + Bllxo or 
1 - B2 - B Ilxo are integers, may be found by the method of 
Frobenius. 

B. The angular eigenvalue problem 

Theprolateangularcoordinatejl = ('1 - '2)/20 ofEq. 
(3) and the oblate angular coordinate u = ± (1 + jl2) 1/2 of 
Eq. (14) play the same role in their respective wave func­
tions, and the physically meaningful solutions to either of 
Eqs. (7) or (20) are those that are finite both at x = 0 and at 
x = Xo (i.e., jl or u equal ± 1). These solutions are simple 
Sturmian eigensolutions, and are obtained for a given value 
of (J) if the angular separation constant Aim , which appears as 
part of the equation parameter B3 in the f3 ~, can be adjusted 
so that Eqs. (33) and (34) are both satisfied. Ifso, the result­
ing solution sequence {a~: n = 1,2, .. .} will be purely mini­
mal and the power series (25) will converge at x = Xo. 

Equating the right-hand sides of Eqs. (33) and (34) yields 
an implicit continued fraction equation for the angular sepa­
ration constant A 1m : 

0= f3 g _ ag11 af11 a~rf ... 
f3 9 f39 f39 . 1- 2- 3-

(36) 

The a, f3, and r are defined as explicit functions of B3 and the 
other parameters of the differential equation in Eqs. (27), 
andEq. (36) maybe solved forA lm (that is, B3 ) by standard 
nonlinear root-search techniques. The expansion coeffi­
cients a~ are then generated by downward recursion on 
(26), starting from ratios given by (32) at a suitably large 
value ofn. 

Fackerell and Crossman23 have obtained a continued 
fraction equation for the eigenvalues of the spin-weighted 
angular spheroidal equation (14) by expanding Sim (u) in a 
series of Jacobi polynomials, and discuss the normalization 
properties of these functions (see also Breuer et al. 24). There 
is probably an integral relating Fackerell and Crossman's 
Jacobi polynomial solution with the power series solution 
reviewed here. Hunter and Guerrieri2S have done a detailed 
Wentzel-Kramer-Brillouin-Jeffreys (WKBJ) analysis of 
the angular equation for large values of A 1m' which has pro­
vided analytic insight into branch points associated with 
these eigenvalues. Their work might complement Ferrari 
and Mashoon's26 WKBJ analysis of the Schwarzschild 
quasinormal frequencies to provide useful insight into the 
large I behavior of the Kerr quasinormal frequencies. It is 
interesting that none of these recent studies of the angular 
equation reference the early results of Wilson,27 or of Baber 
and Hasse.s Fackerell and Crossman's expansions (19) and 
(20), for instance, apparently are independently derived 
generalizations of Baber and Hasse's expansions (30) and 

E. W. Leaver 1243 



                                                                                                                                    

(33). The power series expansion we have given here [cf. Eq. 
(25)] is equivalent to Eq. (34) of Baber and Hasse. 

IV. THE SOLUTIONS OF HYLLERAAS AND JAFFE, 
INTEGRAL RELATIONS, AND SECOND SOLUTIONS 

Although Hylleraas is generally given credit for the first 
solution to the bound state problem of the hydrogen mole­
cule ion in 193V the solution to Eq. (2) derived by Jaffe in 
19348 was the first to contain a proof of convergence. Such 
proof did not exist for Hylleraas's representation until Baber 
and Hasse provided one in 1935.5 (Baber and Hasse appar­
ently also made independent discovery of Jaffe's solution.) 
This section will discuss the eigensolutions of Hylleraas and 
Jaffe, and their convergence properties. In particular, Jaffe's 
representation will be shown to be simply convergent for 
noneigenfunction solutions to Eq. (1), in addition to being 
uniformly convergent for eigenfunctions. An integral equa­
tion for Sturmian eigenfunctions is derived and used to illu­
minate the relationship between the representations of Hyl­
leraas and JafIe, and to express the solution to Eq. ( 1) that is 
regular as x~oo in terms of the solution that is regular at 

x=xo· 

A. The solutions of Hylleraas and Jaffe on [xo";x < 00) 

Equation (1) was 
d 2y dy 

x(x -xo) --2 + (Bt +B~)-
dx dx 

+ [m2x(x - x o) - 2Tjm(x - x o) + B3]y = O. 

Hylleraas, using hydrogen atom eigenfunctions as Ansatze, 
expanded the solution y(x) that is regular at x = Xo in a 
series of Laguerre polynomials: 

(37) 

[The superscript (r) on the expansion coefficients a~ indi­
cates that they are related to solutions of "radial" equations, 
such as (2), (9), and (15).] 

JafIe took a more rigorous approach and reasoned that 
since a power series expansion of solutions to a differential 
equation about one regular singular point generally has a 
radius of convergence equal to the distance from the point of 
expansion to the next nearest singular point, and that since 
the singular point at x = 0 obstructs the convergence of a 
power series between Xo and 00, the obvious solution to the 
power series convergence problem was to rearrange the sin­
gular points so that the point x = Xo was moved to 0, the 
point at 00 was moved to 1, and the bothersome singular 
point at 0 was shuffled off to oblivion. Jaffe effected this 
rearrangement with the variable change u = (x - xo)/x 
and then let 

y(x) = ei"'xx - (I/2)B2 - i:t(U). 

The differential equation forfin terms of the variable u is 

u (1 - u )2/.uu + (c t + C2u + C3U
2

)/.u + (c4 + c5u)f = 0, 
(38) 

where 
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ct =B2+B/xo, C2 = -2[ct+ 1 + i(Tj-mxo)], 

C3 = C t + 2(1 + iTj), 

c5 = (!B2 + iTj) (!B2 + iTj + 1 + Bt/xo), 

c4 = - c5 - !B2(!B2 - 1) + Tj(i - Tj) + imxoCt + B3. 

The functionf( u) can then be expanded in a power series in 
u,j(u) = ~:=o anun, and Jaffe's solution to the generalized 
spheroidal wave equation is 

Yt(x) =e+ i",xx -(I/2)B,-i'l/ i: a~ (x _xo)n. (39) 
n=O x 

With the Laguerre polynomials defined in Appendix A, 
the coefficients a~ in the Hylleraas expansion (37) and the 
coefficients a~ in the Jaffe expansion (39) have the amusing 
property of being identical. They obey the same three-term 
recurrence relation 

+ f3 ~a~ =0, 

a~a~+t +f3~a~ +r:;a~_t =0, 

where 

a~ = (n + l)(n +B2 + Bt/xo), 

n = 1,2, ... , 

f3~ = - 2n2 - 2[B2 + i(Tj - mxo) + Bt/xo]n 

(40) 

- (!B2 +iTj)(B2 + Bt/xo) +im(Bt +B~o) +B3' 
(41) 

r:; = (n - 1 +!B2 + iTj) (n +!B2 + iTj + Bt/xo). 
The normalization of the Laguerre polynomials is impor­
tant. The convention here is that used by Slater,28 and by 
Gradshteyn and Ryzhik. 29 Relevant recurrence and differ­
ential properties, as well as alternate normalizations, will be 
found in Appendix A. 

Convergence of the Hylleraas and Jaffe expansions may 
be analyzed by determining the behavior of the expansion 
coefficients at large n and applying the ratio test to succes­
sive terms in the series. To this end divide recurrence relation 
(40) by n2a~, retain terms to O( lin), and expand 

. a~+ 1 a b 
hm --= 1 +-+-+ .... 
n_oo a~ In n 

(42) 

The resulting approximate recurrence relation can be writ­
ten 

(1+ :)(1+ In+ ~)-(2+ ~)+(1+ :) 
X(I- In+a2~b +2ab-n~~;-a3}::::o, (43) 

where u, v, and ware constants given by 

u =B2 + Bt/xo + 1, 

v = 2[B2 + Bt/xo + i(Tj - wxo)], 

and 

W =B2 + Bt/xo + 2iTj - 1. 

Retaining terms to O(n-3/2 ) and solving fora and b we find 
a2 = v - u - wand b = v/2 - u, or 

a2 = -2imxo, b=i(Tj-mxo)-~. (44) 

The large n behavior of the a~ may then be deduced by writ­
ing (42) as 
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, a' a b lim a,,+1 - " =_+_, (45) 

"--00 a~ rn n 

and integrating with respect to n. The resulf is 

lim a~ :::::: nb ~ = ni( TJ - CdXo) - 3/4 exp ( ± 2~ - 2iwxo1' ) . 
"---00 

(46) 

The two signs ( ± ) in the exponent indicate the asymptotic 
behavior of the two independent solution sequences to the 
recurrence relation. It is apparent that one solution sequence 
will be dominant and the other minimal for all wXo that are 
not pure negative imaginary. 

The Laguerre polynomials L" (z) are a dominant solu­
tion to the recurrence relation 

(n + t)L ~ + dz) - (2n + a + t - z)L ~ (z) 

+(n+a)L~_I(z)=O. (47) 

Repeating the procedure that found lim a~ + 1 I a~, we find 

1m = + --+ , I· L~+dz) t R z+ t-a 
"--00 L ~(z) n 2n 

wherez = - 2iw(x - xo)' The limiting form of the ratio of 
successive terms of the series (37) is 

lim rqB2 + Bl/xo + iTJ + n + 1) 

"--00 r(~2 + Bl/xo + iTJ + n + 2) 

(n + 1)!a~+IL~+1 (z) 
x------~~~~--

n!a~L ~(z) 

= t + ~2iw(x - xo) ± ~ - 2iwxo + 0 (..!..). (48) 

rn n 

The ( ± ) arises from the ratio a~ + 1 I a~, and is ( - ) only 
for sequences a~ that are minimal. Hence the only condition 
under which Hylleraas's expansion (37) can converge is if 
both (i) 2iw(x - xo) is purely negative real, and (ii) the 
sequence {a~: n = 0, t,2, .. .} is minimal. [We will not consid­
er cases in which 2iw(x - xo) and - 2iwxo are both purely 
negative real. Analysis of that condition hinges on the O( 1/ 
n) terms, and in light of the much stronger convergence 
properties of Jaffe's expansion, is not terribly relevant.) In 
the context of the quantum mechanics of hydrogen molecule 
ion condition (i) is automatically satisfied for any negative 
real energy E = - p2120 (where p = - ifl) in the usual no­
tation), and the fulfillment of condition (ii) becomes the 
quantization condition on fl). [The continued fraction equa­
tion (53) must be satisfied for the recurrence coefficients 
given in (41).) Hence the Hylleraas expansion successfully 
represents the eigenfunctions of the bound states of hydro­
gen moleculelike ions, but very little else. 

Jaffe's expansion, on the other hand, is absolutely con­
vergent on [xo<x < 00 ), and is uniformly convergent there if 
Lz~ is finite (usually only if the a~ are minimal). Proof of 
absolute convergence is trivial: Choose an x from the half 
plane in which I (x - xo)lxl < 1. Then 

lim I a~+I[(x-xo)/x)"+1 I = Ix-Xol <1, 
"--00 a~ [(x - xo)/x)" x 

and convergence at any finite x is assured. 
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The condition for uniform convergence is similarly 
demonstrated: 

r r ,,+1 0 [ l
a' [(X-X)IX)"+lll 

,,~~ ,,~~ a~ [(x -xo)lx)" 

a' 
1. ,,+ 1 

= Im----
n_oo a~ 

= t ± ~ - 2iwxo _ t - ;(TJ - wXo) 

rn n 
Convergence is guaranteed if (i) the ( - ) sign is obtained, 
which is the case if the sequence {a~: n = t,2, ... } is minimal, 

or (ii) if Re(~2iwxo) = 0 and Im(TJ - wXo) >0. The first 
case again defines the quantization condition for the hydro­
gen moleculelike ions, and has also been used to characterize 
the quasinormal modes of black holes-a problem for which 
2iwx is complex and the Hylleraas expansion is useless. The 
second case can arise in the consideration of hydrogen mole­
culelike ion wavefunctions for negative noneigenenergies if 
we define p by E = - p2120 (i.e., p = - iw) as before, and 
expand the solutiony(x) as 

• 00 (X -x )" Y2(X) = e - i=x - (112)B, + 'TJ L b ~ _____ 0 • 

,,=0 x 
(49) 

The expansion coefficients b ~ are generated by a three-term 
recurrence relation 

=0, 
(50) 

a"b~+1 +p"b~ +y"b~_1 =0, n= 1,2, ... , 

where now the recurrence coefficients a", p", and r" are 
given by 

a" = (n + 1)(n +B2 + Bllxo), 
- 2 • /3" = - 2n - 2[B2 -1(TJ - wXo) + Bllxo)n 

- (~2 - iTJ) (B2 + Bllxo) - ifl)(B l + B~o) + B 3• 

y" = (n - 1 + ~2 - iTJ)(n + ~2 - iTJ + Bllxo)' (51) 

The a",p", and y" ofEq. (51) are the complex conjugates 
ofthea",/3", and r" ofEq. (41) only if the parameters B l , 

B2, B3, W, xo, and TJ are purely real. When fl) = ip lies on the 
positive imaginary axis the independent solutions sequences 
to recurrence relation (50) are neither minimal nor domi­
nant, so this expression is not well suited to determine the 
exact hydrogen moleculelike ion eigenfunctions-but it does 
generate the general negative energy solutions in a stable 
manner, and was useful in the numerical verification of the 
integral relationships to be discussed forthwith (Sec. IV C). 

B. The radial eigenvalue problem 

The eigensolutions of the generalized spheroidal wave 
equation (1) on the interval [O<x < 00 ) are those functions 
Yl (x) or Y2(X) ofEqs. (39) and (49) for which Lz~ or 'I.b ~ 
converge. The functionYl(x) then describes an eigenfunc­
tion that is regular at x = Xo and has purely 
exp[ + i(wx - TJ In x») behavior as X-+oo, and Y2(X) de­
scribes an eigenfunction that is regular at x = Xo and has 
purely exp [- i (fl)X - TJ In x») behavior as x-+ 00. The 
sums over a~ or b ~ will usually converge iff the a~ or b ~ are 
minimal solutions to their respective recurrence relations 
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( 40) and (50), and this will happen only for certain charac­
teristic values of the frequency llJ. (The values of llJ for which 
the a~ are minimal will not be the same as the values of llJ for 
which the b ~ are minimal.) As in our previous discussion of 
the angular eigenvalue problem, the coefficients a~ will be 
minimal iff they satisfy the continued fraction equation 

a~ + I - r:; + I a~ + I r:; + 2 a~ + 2 r:; + 3 
a~ /3~+ I - /3~+2 - /3~+3-

... , (52) 

which in turn will require that llJ be a root of 

o =/3 ~ _ a~~ a~~ a;r3 •... (53) 
/3~- /3;- /3;-

Here the a~ , /3 ~, and r:; are defined as functions of llJ in Eqs. 
(41). Anal0lous equations can be written concerning the b ~ 
and the an' 13n, and r n in the instances when eigensolutions 
of the type Y2 are desired. 

In most physical situations both the a~,/3 ~, and ~ for 
the angular eigenvalue equation (36) and the 
a~,/3~, and r:; for the radial eigenvalue equation (53) are 
functions of both the angular separation constant Aim and of 
the frequency llJ. This will then require the simultaneous so­
lution of Eqs. (36) and (53), which usually is not difficult 
numerically. Such solutions were demonstrated for the elec­
tronic spectra of the hydrogen molecule ion by Hylleraas,7 

Jaffe,S and Baber and Hasse.s Analogous solutions for the 
quasinormal modes of black holes are given by Leaver. II 
With use of eigensolutions of type Y2 a similar approach can 
be taken to the "algebraically special" black hole perturba­
tions discussed by Chandrasekhar.30 

C. Second solutions by way of an Integral transform 

If we express the solutions to Eq. (1) near the singular 
point x = Xo as 

lim y(x) = (x - XO)k" (54) 

then the exponent k2 takes the values 0 and 1 - B2 - BI/xo. 
If B2 + BI/xo is not an integer, a second solution to Eq. (1) 
may be found through the substitution 
y(x) = (X-XO)I-B,-B,/Xog(X). The differential equation 
for gwill be 

x(x - xo)g,xx + [B I + (2 - B2 - 2BI/xo)x]g,x 

+ {llJ2x(x - xo) - [21]llJ + (1 - B2 - BI/xo)BI/xol 

X (x - xo) + B3}g = 0, (55) 

which is of the same form as Eq. (1), and a regular solution 
for/maybefound by the method of Jaffe. IfB2 + B/xoisan 
integer, then a second solution to Eq. (38) may be found by 
the method of Frobenius. The expansion coefficients for the 
resulting second solution will obey an inhomogeneous three­
term recurrence relation, and contain a free parameter that 
may be empirically adjusted to vary the amount of the first 
solution that appears in the second. This property is interest­
ing, but the procedure is tedious and will not be dealt with 
here (see Rabenstein31 for a discussion ofFrobenius's meth­
od). 

A more entertaining approach to the second solutions is 
open to those who remain curious about the equality of the 
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Hylleraas and Jaffe expansion coefficients. WiIson27 specu­
lated that "the solution of (a generalized spheroidal wave 
equation) is probably expressible as a homogeneous integral 
equation." One such integral had already been given by 
Ince32 for the particular parameters choice 
1] = ± i(BI + B2)/2, and although the contour used by 
Ince was [ - 1, 1 ], his expressions can be made valid on 
[ 1,00 ) . Another integral relation for a different, though still 
specific, choice 1] = ± i(B2/2 - 1) is arrived at through 
consideration of the equality of the Hylleraas and Jaffe ex­
pansion coefficients, and leads directly to a representation 
for a second solution to the differential equation as a series of 
irregular confluent hypergeometric functions. The new rep­
resentation is valid for arbitrary 1]. The argument goes as 
follows: Start with Eq. (1) 

d 2y dy 
x(x -xo) --2 + (BI +BzX)-

dx dx 

+ [llJ2x(x - xo) - 21]llJ(x - xo) + B3]Y = 0, 

and make the substitution y = eiOJX/(x). The differential 
equation for /(x) is 

x(x - xo)/xx + [BI + BzX + 2illJx(x - xo)]fx 

+ [(B2 + 2i1])illJX + 21]llJxo + illJB I + B3V = 0, 
(56) 

and/admits to the expansion 

00 n'ar 

/(x) = L . " 
"=0 rqB2 + i1] +BI/xo + 1 + n) 

XL!,+B,/xo-I(-2illJ(x-xo)) (57) 

(Hylleraas), and 

l(x) =X- O/2 )B,-iT/ f a~(x -xo)" 
"=0 x 

(58) 

(Jaffe). The coefficients a~ are the same for each expansion 
andl(x) is proportional to/(x) when both are eigenfunc­
tions such that 1: a~ converges. Specializing to the case 
i1] = B2/2 - 1, these expressions, respectively, become 

00 n'ar 

/(x) = L . " 
"=0 r(B2+BI/xo+n) 

XL!>+ B,/xo - I( - 2illJ(x - xo»), (59) 

and 

- 00 (x _ X )" /(x) = Xl-B, L a~ ___ 0 . 

"=0 x 
(60) 

Perusal of standard integral tables33 reveals 

foo rsttaL~(t)dt=r(a+n+ 1) s-a-I(S-l)", 
Jo n! S 

(61) 
so that with the associations a = B2 + BI/xo - 1, 
t = - 2illJ(x-xo), and s = x/xo' we conclude 

l(x) =XI+B,/xo i e2iOJX(t-x.)/x. 

X (t-X
O
)B,+B,/xo-1(t)dt, (62) 

for some contour c that includes Xo and 00. Multiplicative 
constants have been omitted from the integration. This re-
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sult is verified via the theory of integral transforms in Ap­
pendix B. The important result ofthat derivation is the pro­
curement of the bilinear concomitant 

P(x,t) = t(t - x o) (i(t) :t K(x,t) - K(x,t) :1(t)] 

+ (2iCl)t 2 + (B2 + 2BI/XO - 2iCl)xo)t 

- Bl - xo)K(x,t)f(t) , 

where the kernel K(x,t) is given by 

(63) 

K(x,t) = exp[2iCl)x(t - xo)/xo] (t - x o) -Sz 

and 

S2 = 1 - B2 - Bl/XO' 

The exponent S2 takes the second of the allowed values of k2 
of Eq. (54). The bilinear concomitant must vanish at each 
end of the integration contour. 

On such an integration contour, Eq. (62) is an integral 
relation among solutionsf(x) andl(x) to Eq. (56). This 
does not necessarily mean thatfandlare the same solution 
to the differential equation, however. Equation (62) is an 
integral equation only for functions f(x) that have the de­
creasing exponential behavior at x = 00. If such an f(x) 
should also happen to be regular at x = x o, thenf(x) is an 
eigenfunction of Eq. (56) and one end point of the ~ntour c 
can be taken directly to t = XO' In this casef(x) andf(x) are 
proportional, and Eq. (62) becomes an integral equation for 
eigenfunctions. It may be noted that the quasinormal modes 
of black holes can be described by this kind of eigenfunction, 
although the requirement il1 = B2/2 - 1 restricts the appli­
cability of (62) to consideration only of scalar fields [s = 0 
in Eqs. (11) and (19)]. 

The integration contour c is determined by the require­
ment that the bilinear concomitant P(x,t) vanish at its end 
points. Iff(x)-(x - xo)s, asx-xo, then the allowed values 
for the exponent Si are Sl = 0 and S2 = 1 - B2 - Bl/XO' We 
consider two general cases. 

X-Xo 

(1)f(x) - (constant) and either Re(s2) <00rs2 = O. 

In this case P(x,t) vanishes at t = Xo and the contour c may 
be taken to be that shown in Fig. 1 (a). The approach angle (J 

is chosen such that Re(2iCl)xt /xo) <0. The kernel K(x,t) is 
then an exponentially decreasing function of x, and Eq. (62) 
expresses the solutionl(x) regular asx_oo in terms of the 
solutionf(t) that is regular as t-xo. Iff(t) is also regular as 
t-oo, then Cl) is an eigenfrequency,fis proportional to/, and 
Eq. (62) becomes an integral equation for the eigenfunc­
tions. We can see how this works by substituting the Jaffe 
expansion for f( t) into Eq. (62): 

lex) = Xl +B,/x. 100 

exp[2iCl)x(t - Xo)/Xo] 
x. 

X (t - Xo) -Szt l-B{~o a~ (t ~ Xo r]dt. 

(64) 

The behavior ofl(x) near x = Xo is determined by the large t 
behavior of the integrand. If Cl) is an eigenfrequency, the se­
ries l: a~ [ (t - xo)/t ] n is uniformly convergent as t_ 00 and 
the integral for large t, X-Xo looks like 
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1m(!) (8) 1m(!) (b) 

e 
x. Re(t) 

FIG. 1. Contours for use with integral relation (62). 

(since S2 = 1 - B2 - Bl/XO) and is always finite with the 
aforementioned choice of approach angle (J. Hence l(x) is 
finite as X-Xo. If Cl) is not an eigenfrequency, then 

1_00 

l:a~ [(t_xo)/t]n_tBz-2e-2iwl, 

the integral looks like 

and 

lim lex) - (x - xo)Sz 

as required for the independent second solution. Note that 
while in physical contexts the variable x is a spatial coordi­
nate and is positive and real, the flexibility afforded in the 
choice of the approach angle allows Eq. (62) to describe 
functions f for which 1m (Cl) <;;0. 

X-Xo 

(2) f(x) - (x - xo)'z or Re(S2) > O. Note that the re-

striction Re(s2) > 0 is artificial, since one can always obtain 
Re(s2) <0 for a function g(x) by substituting 
f(x) = (x - xo)'zg(x) in Eq. (56). Either way P(x,t) is not 
zero at t = Xo and the contour c is chosen to be that illustrat­
ed in Fig. 1 (b). This contour has the appearance of being all­
purpose and do-everything, but we shall see that if one actu­
ally had the information necessary to use it, one would also 
have the information to convert the problem to that consid­
ered in case (1) above, and would end up using the contour 
of Fig. l(a). 

The branch cut arises from the factor (t - xo) -Sz in 
K(x,t) if S2 is not an integer, and from the logarithmic term 
inherent infif S2 is an integer. The functionl(x) is regular as 
x- 00 regardless of the behavior of f(t), so that given any 
solutionf(x) to Eq. (56), Eq. (62) will always give the solu­
tionl(x) that is regular as X-oo for the chosen contour c. 
On this contour, Eq. (62) is an integral equation for all func­
tionsf that are regular at t = 00, but is oflimited computa­
tional utility as an integral equation for noneigenfunctions 
because a solution that is irregular at x = Xo and regular at 
x = 00 must be a weighted sum of two component functions, 
one regular and the other irregular at x = xo, and both irreg­
ular at x = 00. Detailed knowledge of the weighting factors 
in the sum is necessary, since the product of only one of the 
component functions and the kernel K(x,t) will contribute 
to the integral. The product of the other component function 

E. W.Leaver 1247 



                                                                                                                                    

and the kernel will have the same value on each side of the 
branch cut, and will give no contribution. To see how this 
works, first consider S2 not an integer. Thenf( t) can be writ­
ten 

fU) =t 1- B2 [ i: a~ (t-xo)n 
n=O t 

+ (t-xoy2 i: b~(t-xO)n], (65) 
n=O t 

which is just the sum of two independent Jaffe solutions. 
Only the product of K(x,t) and the function corresponding 
to the first sum will contribute to the integral, and if that 
function were known (i.e., if we knew the value of a~ ), we 
could use case (I) above. Similarly, if S2 is an integer, then 
any solution irregular at Xo is expressible as 

fU) =t 1- B2 [IOg(t-xo ) i: a~(t_xo)n 
t n =0 t 

+ U-XO)S2 i: b~ (t_xo)n], (66) 
n=O t 

which is the form of the second Jaffe solution as obtained by 
the method of Frobenius. Here again only the product of 

I 

K(x,t) and the term containing the first sum will contribute 
to the integral. If the product of the logarithm and the first 
solution were known, we again would revert to case (1) 
since the difference of the logarithm across the branch cut is 
just the constant 21Ti, and the integrand becomes effectively 
integrable at Xo. Either way we are required to know the 
function that is regular at x = Xo in order to evaluate the 
difference across the branch cut, and if that solution is 
known (such as by Jaffe's method), then the problem re­
duces to the one considered in case (I). 

As noted previously, Hylleraas's expansion converges 
only when w is a purely imaginary eigenfrequency. We have 
shown how in that case the relation of the Hylleraas expan­
sion coefficients to the Jaffe coefficients leads to an integral 
equation for eigenfunctions (at least when i7] = B2/2 - I) 
and how, when w is not an eigenfrequency, the same integral 
will transform the first solution that is regular at x = Xo into 
a second independent solution that is regular at x = 00. Jaf­
fe's method always gives a convergent expansion for the re­
gular first solution, and it is interesting to examine the result 
of transforming Jaffe's expansion term by term. 

We interchange the summation and the integration to 
explicitly evaluate the right-hand side of Eq. (64): 

l(x)=x1+B,IXo i: a~{r"" eXP[2iwXU-Xo)/xo]tl-B2-nU-Xo)BdB,IXo+n-ldt} 
n = 0 Jxo 

"" =Xl +B,IXo L a~ r(B2 + Bl/XO + n)U(B2 + B\/xo + n,2 + BI/xO' - 2iwx) 
n=O 

"" = L a~ r(B2 + BJxo + n) U(B2 - 1 + n, - BI/xO' - 2iwx). (67) 
n=O 

Here U(a,b,z) is the irregular confluent hypergeometric 
function defined by the integral representation 

r(a)U(a,b,z) = 1"" e-Z1ta-1u + l)b-a-l dt, (68) 

and obeys the Kummer relation28 

U(a,b,z) = Zl - bU(1 + a - b,2 - b,z). (69) 

The normalization inl(x) is not important here, and the 
constant multiplying factors were dropped during the inte­
gration. 

The last ofEqs. (67) may also be arrived at by the usual 
eigenfunction expansion method of solving ordinary differ­
ential equations (see Appendix C), which produces a result 
that holds for arbitrary 7]: 

"" lex) = L a~ r(B2 + Bl/XO + n) 
n=O 

(70) 

The expansion coefficients a~ are the same as JafIe's [Eq. 
(41)], and sincey(x) = eu"xl(x), we now have a second in­
dependent solution to the generalized spheroidal wave equa­
tion (1). Expansion (70) is absolutely convergent on any 
interval bounded away from xo, is uniformly convergent as 
x~ 00, diverges at x = Xo when w is not an eigenfrequency, 
and is uniformly convergent as X~Xo when w is an eigenfre­
quency. 
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The derivations for the second solutions may again be 
repeated with the substitutionsy(x) = e-iWXf(x). We then 
have our first four convergent representations for solutions 
to the generalized spheroidal wave equation: 

Yl(X) =e+iO)Xx-B2/2-i7J i: a~ (x_xo)n, (71) 
n=O x 

"" Y3(X) = e+iO)x L a~ (B2 + B1/xO)n 
n=O 

"" 
Y4(x)=e- iWX I b~ (B2+B1/xO)n 

n=O 

(74) 

Here Y3 and Y4 have been normalized by a factor 1/ 
r(B2 + B\/xo), and (z)n=r(z + n)/r(z) is Pochham­
mer's symbol. The a~ are defined by Eqs. (40) and ( 41 ), and 
theb~ byEqs. (50) and (51). The solutionsYI (x) andY2(x) 
are both regular as X~XO' and are proportional by the factor 
e2iO)xo a~/b ~. However, convergence properties and growth 
behavior of individual terms in the series will differ markedly 
ifIm(w) is not zero. SolutionsY3(x) andY4(x) areindepen-
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dent and are both irregular as X-Xo when ro is not an eigen­
frequency. When ro is an eigenfrequency then one or the oth­
er ofY3 (x) andY4(x) willberegularatx =xo (see Appendix 
C). Solutions Y3(X) and Y4(X) should have the limiting 
forms 

lim Y3(X) = a~ x - (1/2)B, exp[ + i(rox -11 In x)] 
Ixl~oo 

(75) 

and 

lim Y4(X) = b ~ x - (l/2)B, exp[ - i(rox -11 In x)] 
Ixl~oo 

(76) 

(seeSlater,28 Eq. 13.5.2). Although we have made extensive 
computational use ofEqs. (71) and (72 )-they are the basis 
of our standard algorithm for generating regular solutions to 
the generalized spheroidal wave equation near x = xo-we 
have not yet (as of July 1985) been able to verify expansions 
(73) and (74) and their asymptotic forms (75) and (76) 
with a computer. But they do look as if they might be useful. 

D. Computational limitations of the Jaffe solutions 

As might be expected, the absolute convergence proper­
ty of Jaffe's expansion makes (39) an extremely useful 
expression for the numerical evaluation of the generalized 
spheroidal wave function that is regular at x = xo, and for 
those eigenfunctions for which convergence is uniform it 
provides the algorithm of choice. However, for arbitrary ro 
the a~ are dominant, and it behooves one to graph the behav­
ior of the sequence {a~ [(x - xo)/x]n: n = 0,1,2, .. .} as a 
function of n before concluding one really can sum its terms. 
Assume that the an are dominant. If the sequence is normal­
ized such that a~ = 1, the sum 

f a~ (x_xo)n 
n=O X 

will typically have magnitude of D( 1 + lro -II). For a rough 
estimate, ignore the nb term in Eq. (46). Then for large x, 

and NI = N2 = 0. Equations (2) and (3) are then the same 
as those resulting from the separation of the Helmholtz 
equation in spheroidal coordinates, and Stratton's34 repre­
sentations of the ordinary spheroidal wave functions are a 
natural starting point for investigation of solutions to more 
general forms of the equation. We were originally attracted 
to Stratton's spherical Bessel function expansion for two rea­
sons. First, the asymptotic magnitude and phase of any con­
vergent series of spherical Hankel functions UJn h ~ 1) (z) or 
UJn h ~2) (z) can be readily calculated. Second, numerical al­
gorithms to generate Bessel functions for a variety of orders 
and a wide range of magnitudes of the argument are reasona­
bly well understood. The first property will be dealt with in 
full generality in Sec. VI. The second will be touched upon in 
the Summary. The present section reviews the Stratton rep­
resentation for ordinary spheroidal wave functions, and gen­
eralizes it to the case of the equations that arise for an elec­
tron in the field of a finite dipole NI = - N2 #0. A detailed 
discussion of convergence properties is given, which will 
serve as a model for the convergence proofs of the general 
Coulomb wave function expansions presented in Sec. VI, 
and which (it is hoped) will dispel misconceptions concern­
ing the convergence of Stratton's solutions to the ordinary 
spheroidal wave equation. 

A. The ordinary spheroidal wave equation 

The ordinary spheroidal wave equation results from the 
separation of the Helmholtz and free-particle SchrOdinger 
equations in spheroidal coordinates. It is a special case of 
Eqs. (2) and (3) forwhichNI andN2 are both zero, and for 
which Eqs. (2) and (3) become the same. The angular equa­
tion (3) simplifies to 

d~ [ (1 - p2) ~:] + [ - ro
2
p2 + Aim - 1 :~2 ]<1> = 0, 

(78) 

and the solution function <I> (p) can be expanded in a series 
(71) of Gegenbauer polynomials3s: 

(wherep = ~ - 2iroxo), and la~ [(x - xo)/x]nl has a maxi­
mum at ntrulX:::::: (pX/xo)2. To give an idea of the numerical 
problems lurking in wait of the unwary, consider the not 
unreasonable case ofp = 1, x/xo = 5. Then nmax ::::::25 and 

, (x - xo)nmax an --- ::::::80, 
max X 

which is only two orders of magnitude greater than the sum 
of all the terms. But if x/xo = 20, 

a~max (x ~ Xo rmax 

:::::: 3 X 108
, 

and rounding considerations dictate the use of extended pre­
cision if the series (39) is to be summed with any accuracy. 

V. THE STRATTON SOLUTIONS TO THE ORDINARY 
SPHEROIDAL WAVE EQUATION, AND A PRELIMINARY 
GENERALIZATION 

The separated parts of the one-particle SchrOdinger 
equation simplify in free space where there is no potential 
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<I>(p) = (1 - p2)m12 f ' dn T':(p) . (79) 
n=O,1 

The .. , " indicates the sum is to be taken over even values of 
n if 1 is even and over odd values of n if 1 is odd. The Gegen­
bauer polynomials are generated36 by 

f h nT':(z) = 2mr(m + p (Ih I < 1) , 
n=O ..[ii(1 + h 2 _ 2hz)m+ (1/2) 

and are related to the regular Gauss hypergeometric series 
~Iby 

T m() (n+2m)! 1;'( 2 1-Z) n z = 2" I n + m + 1, - n;m + 1;-- . 
2mn!m! 2 

The expansion coefficients {dn : n = 0,2,4, ... or n = 1,3,5, .. .} 
obey the recurrence re1ation37 

=0, 
=0, 

a ndn+ 2 +flndn +Yndn-2 =0, n=2,3,4, ... , 

where 
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2 (n + 2m + l)(n + 2m + 2) an = W , 
(2n + 2m + 3)(2n + 2m + 5) 

(In =w22 [(n +m)(n +m + 1) _m2] -I 
(2n + 2m + 3 )(2n + 2m - 1) 

+ (n + m)(n + m + 1) - Aim, 

2 n(n-l) 
Yn = W 

(2n + 2m - I) (2n + 2m - 3) 

(80) 

In order for the series to converge at /.t = ± I, the separation 
constant Aim must be chosen such that the dn are minimal 
and the continued fraction equation 

(81) 

is satisfied. 
The simplified spheroidal radial equation (2) becomes 

~[(A 2 _ l)d'l'] + [w2A 2 - AI - ~]'I' = 0 
dA dA m A2_1 ' 

(82) 

which is the same as (78) but in the coordinate A instead of 
/.t. Next, if <I>(/.t) is a solution to (78), then 

(83) 

is a solution also,32 but in the variable A. Integrating the 
series (79) for <I> term by term and using the relation 

f + I eioJZt ( 1 _ t 2)mT';:(t) dt = in 2(n + 2m )! 
- I n!(wz)m 

X jn + m (wz) 

(Morse and Feshbach,1O p. 643-the jn + m are spherical 
Bessel functions), we obtain the final result 

'I'(A) = (A 2 ~ l)ml2 i' i"dn (n + ~m)! 
A n=O.1 n. 

xjn+m(WA). (84) 

(See Morse and Feshbach, Eq. 11.3.91. We have left otfthe 
normalization factors.) The d n are the same as in the expan­
sion (79) for <I> and satisfy recurrence relation (80). A sec­
ond solution to Eq. (82) is obtained by substituting the irreg-

ular spherical Bessel functions Y n (WA) in place of the 

j n (WA) in expression (84). 

The convergence properties of both solutions will be dis­
cussed in Sec. V C. The important point for now is that the 
series (84) converges only if the d n form a minimal solution 
to the recurrence relation (80), which can happen only for 
specific values of the parameter A 1m • 

B. Preliminary generalization: SchrOdlnger's equation 
for an electron In the field of a finite dipole 

The simplest generalization of the ordinary spheroidal 
wave equation is the removal of the freedom to choose Aim' 
The physical context wherein this complexity arises is the 
separation of the Schrodinger equation for an electron in the 
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dipole field of two fixed but oppositely charged nuclei. In 
this consideration N2 = - NI in Eqs. (2) and (3), so that 
Eq. (2) still simplifies to Eq. (82). However, Eq. (3) be­
comes more complicated, and while it is still readily solvable 
by the power series method described in Sec. III, the result­
ing separation constant Aim is now dependent on the dipole 
moment 2aNI in addition to w. If we again try to expand the 
solution to Eq. (82) as 

'I'(A) = (A 2 ~ l)ml2 i' i"d
n 

(n + ~m)! 
A n=O.1 n. 

(85) 

we find that although the dn still satisfy the recurrence rela­
tion (80), they will in general form a dominant solution se­
quence since Aim can no longer have a value that will force 
them to be minimal. The series (85) will then diverge. 

The convergence problem can be solved if we can find 
some other parameter in the recurrence relation that may be 
adjusted so that the expansion coefficients dn form a mini­
mal solution sequence. There are no free parameters left in 
the differential equation (82) itself, so a new parameter must 
be introduced in the representation of the solution. Consi­
deration of the physical problem of the electron in the dipole 
field leads to the suspicion that the natural choice for such a 
parameter will have something to do with the asymptotic 
phase of the solution function 'I' (A), since the asymptotic 
phase of the SchrOdinger wave function will be shifted as the 
dipole moment 2aNI of the source potential increases away 
from zero. Specifically, a solution to Eq. (82) for arbitrary 
values of Aim and W may be expressed as a generalized Neu­
mann expansion38 

(
A 2 _ l)ml2 "', . 

'l'1(A) = ---.;:z- L=~'" °UL+v(WA). (86) 

The j L + v are again spherical Bessel functions. A second so­
lution may be obtained by substituting the irregular spheri-

cal Bessel functions Y L + v for the j L + v : 

(
A 2 _ l)ml2 "', 

'l'2(A) = ---.;:z- L=~'" °LYL+v(WA). (87) 

The phase (or order) parameter v in expansions (86) and 
(87) is free to be adjusted to make the ° L minimal, and thus 
to obtain convergence of the series. The recurrence relation 
obeyed by the ° L is 

a LoL+2 + {lLOL + YLOL_ 2 = 0, 

where 

2 (L+v-m+ I)(L+v-m+2) 
a L = - W , 

(2L + 2v + 3)(2L + 2v + 5) 

(l _ 2[2[(L+V)(L+V+ 1) _m2] -I] 
L - +lLI 

(2L+2v-I)(2L+2v+3) 

+ (L + v)(L + v+ 1) -Aim' 

2 (L + v + m) (L + V + m - I) 
YL = - W • 

(2L+2v-I)(2L+2v-3) 

(88) 

If V should equal m, then this recurrence relation is exactly 
the same as the recurrence relation (80) obeyed by the d n if 
we make the substitution 0L = iL [(L + 2m)!/L !]dL. In 
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this case the series (86) must be started at L = 0 or L = 1 
instead of L = - 00, and the solution representation (86) 
reduces to representation (84) for the ordinary spheroidal 
wave functions. Convergence properties of the two represen­
tations are therefore the same. 

In the more general case when Nl = - N2 =1=O, the val­
ues of the parameter v for which the series (86) and (87) 
converge will not be integers, and the sequence {aL : L = ... , 
- 2, - 1,0, + 1, + 2, .. .} must be made minimal both as 
L-oo and as L_ - 00. The ratios of successive aL must 
then satisfy both 

aL - YL a LYL+2 a L+2YL+4 --= -----'-- -----'------'-- ... , 
aL_ 2 f3L - f3L+2 - f3L+4-

(89) 

forL= +2, +4, +6, ... and 

--=--- ... , (90) 

for L = - 2, - 4, - 6, .... The recursion equation at L = 0 
requires 

(91) 

Substituting the right-hand sides ofEqs. (89) and (90) into 
(91), we obtain an implicit characteristic equation for v that 
must be satisfied if the series (86) is to converge38

: 

{3 - a_2yo a_4y -2 a_6Y -4 
0- ... 

f3-2 - f3- 4 - f3-6-

+ aOY2 a2Y4 a4Y6 .... 
f32 - f34 - f36-

The a L> f3 L and Y L are given by Eqs. (88). 

(92) 

Existence and uniqueness: We do not have a formal 
proof that Eq. (92) actually has solutions in the parameter v. 
However, solutions can be found numerically, so they must 
exist. Expansions (86) and (87) must reduce to the ordinary 
solutions (84) in the limit as the dipole moment 2aNI goes to 
zero, so v = m must be a solution to (92) at that limit. 
Knowing the approximate location of a root to a nonlinear 
equation is the first step towards finding it, and it is not 
difficult to start at a given w with v = m, 
Nl = - N2 = 0, Aim an eigenvalue of the ordinary prolate 
spheroidal wave equation, and then track the values of v that 
solve Eq. (92) as the dipole moment is gradually increased. 

The solutions v are not unique, but rather are periodic 
with period I: if v is a solution to Eq. (92), then so is v ± n, 
where n is any integer. The correct choice of v depends on 
how the coefficients aL are generated. The aL are to be mini­
mal as L- ± 00, and if the a L are generated by forward 
recursion from L = - 00 upward to L = 0 and by backward 
recursion from L = + 00 downward to L = 0, then the lar­
gest a L will be amax = ao• As w-O this amax = ao becomes 
the only coefficient that contributes to the series, and with 
this choice of amax = ao the correct limiting value of vas the 
dipole moment 2aNI reduces to zero is v = I + m. Solutions 
v that do not reduce to I + m as 2aN1-D are spurious; they 
will enable expansions (86) and (87) to converge, but the 
resulting expressions will not solve the differential equation. 
That v = I + m is the correct limit as w-O or as 2aN1-D 
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will be demonstrated at the end of the section. This value 
may appear inconsistent with expansion (84), but it is not. 
For Iwl<l, thed" of(84) will have a maximum atdmax = dl 

or dl_1> and for 2aNI =0 and w=l=O the aL of (86) will 
become zero only for L < - I or - I + 1. The two expan­
sions are the same; it is only the indexing that is different. 

C. Convergence properties 

To establish the convergence of the series (86) and (87) 
it is necessary to examine the ratios 

1
. aL IL + 'V (w).) 
1m , 

L-±oo aL- 2IL+'V-2(W).) 

whereIL+'V is eitherjL+'V or YL+'V' We assume that v has 
been chosen to satisfy Eq. (92), so that the a L are minimal as 
L_ ± 00 and have the limiting behavior 

lim ....!!.!:..-= W22[1_2V+I+O(~)], 
L-+ 00 aL- 2 4L L L 

and 

lim ....!!.!:..-= W22[1_2V+I+O(~)]. (93) 
L-- 00 aL+2 4L L L 

The j L + 'V and the Y L + 'V are both solutions to the recurrence 
relation 

+ [ 4L+4v+2 
(2L + 2v+ 3)(2L + 2v-l) 

_ 2L + 2v + I] I' = 0 
(2). 2 JL+'V , (94) 

thej L + 'V being the particular solution sequence that is mini­

mal as L_ + 00. In general, the j L + 'V and the Y L + 'V will 
both be dominant as L- - 00 (the exception being the in­
consequential case when v is an odd multiple of !), and we 
consider the following three cases. 

(1) IL+'V (w).) =jL+'V(W).) andL_+ 00. From Eq. 

(94) the ratio j L + ..,Ij L + 'V _ 2 has the limiting forms 

={:;22[1_ ~+0(}2)] (L>lw).I), 

- 1 (1,<lw).I). 
In either case 

1. I aLjL+'V (w).) I I w 2 I 1m <--2' 
L-oo aL- 2jL+'V-2(W).) 4L 

(95) 

and this part of the series is absolutely convergent for alI).. If 
v is an integer, the negative L part of the series (86) trun­
cates, and (95) describes the convergence ofthe regular so­
lution (84) to the ordinary spheroidal wave equation. 

(2) IL +v (w).) =YL+'V(W).) and L_+ 00. Again 
from Eq. (94) we find 
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(L> IWA I), 

Hence 

= {A\ [ 1 - ~ + 0 (L12 ) ] 

W
2 

- 4L2 (L<lwA I), 

(L> IWA I), 

and the series (87) converges rapidly for large A and medio­
crew, but diverges when IA I = 1. Explicitly, for every A such 
that IA I > 1 and for every E> 0 there exits an N (w,A. ,E) such 
that 

00 

L 'aLYL+v(WA) <E. 
L=N 

For each E> 0, N will increase without bound as A-I. 
Contrary assertions39 notwithstanding, 

~laLYL +..t (WA) is absolutely convergent for aliiA I> 1, and 
is in no sense asymptotic: N does not go to zero as A-oo. 
This convergence was demonstrated numerically by Sinha 
and MacPhie,40 but to my knowledge the present analysis 
constitutes the first rigorous proof. Jen and Hu4I have re­
cently derived accurate approximations for the ordinary 
spheroidal wave functions (both regular and irregular) that 
are rapidly convergent for large values of w, where the con­
vergence of Stratton's expansion is rather slow. 

(3) fL+v(WA) =jL+v(WA) or fL+v(WA) 

= Y L + v (WA) and L- - 00. This case is similar to the one 
just discussed. Equation (94) once more yields 

lim 
fL+ v (WA) 

L--+- 00 fL+v+2 (WA) 

{ 

4L 2 [1 2v + 4 + 0 (_1 )] 
= W 2A 2 + L L 2 

- 1 (IL 1< IWA I), 

(IL I>IWA I), 

which together with Eq. (93) gives 
aJL + v (WA) 

_{AI, ~: + ~ +0(;,)] 
- 4L2 (IL 1<lwA I)· 

(IL 1>lwA I) 

Therefore the negative L part of either series (86) or (87) 
behaves like the positive L part of the series (87) discussed 
previously, and series (86) and (87) are two independent 
and convergent irregular solutions to our preliminary gener­
alization of the ordinary spheroidal wave equation. 

D. Solutions as ~ 

( 1) NI = - N2 = O. When NI = - N2 = 0 and W is 
very small, Eq. (78) reduces to 
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d [ 2 d<l>] [ m
2 

] - (1 -Il ) - + Aim - --2 <I> = 0, 
dll dll l-Il 

(96) 

and with the substitution <I> (Il) = (1 - 1l2) m/2g ( Il) the dif­
ferential equation for g becomes 

(1 -1l
2

)g,p.p. - 2(m + I) Ilg.p. 

- [m(m+ 1) -Alm]g=O. (97) 

Hence 

lim <1>( Il) = (1 _1l2)m/2Ti (Il), 
w--+O 

and 

lim Aim = (I + m)(l + m + 1). 
w--+O 

This limiting value for Aim may also be obtained by setting 
W = 0 and B2 = 2m + 2 in Eq. (27), then finding the B3 that 
truncates the series (25) by making /3 r = O. Equation (83) 
then gives 

~ \{I(A) = c:-; lrIJI +m(WA), 

and we must have v_I + m as w-D when NI and N2 are 
zero if we are to keep ao the maximum term in series (86). 

(2) NI = - N2 -=1=O. By Eqs. (89) and (90) we see that 
if we fix the largest expansion coefficient to be arruu = ao = 1 
in (86), then all the other a L must become zero as w-o and 
the series will reduce to the single term 

(
A 2 _ l)m/2 . 

~ \{II (A) = --V aolvo (WA). (98) 

This single term must also suffice as WA- 00 (I wi still < 1 ) , 
and Vo may be determined by looking at this limit. Asympto­
tic solutions to Eq. (82) are 

lim \{II (A) = (A + l)lIJv (W(A + 1))[ 1 + O(A -3)], 
..t_oo A-I a 

(99) 
and 

lim \{I2(A) = (A + I)I12yv (W(A + 1))[ 1 + O(A -3)], 
..t_oo A - I a 

( 100) 

where Va is a function of wand takes the value 

( - 1 + ~1 + 4Alm )/2 when W = 0 [see Eqs. (6) and (22) 

with zjv (z) = Fv (O,z)]. The w-D limit Vo must equal this 
Va' which is consistent with our previous determination that 
Vo should equal 1+ m in the special case when 
NI = - N2 = 0 and Aim = (l + m) (l + m + I). That Vo 
must equal Va may be recognized by considering A large 
enough that [(A + 1)/(A _1)]I12;:::[I_A -2], and W 
small enough that WA < 1. The asymptotic solutions (99) and 
(100) are valid in this region, but can represent the regular 
solution (98) only if the orders Va and Vo are the same. This 
is becausej v (x) 0: XV for small x. We should not be surprised 
to find that Vo will become complex when the dipole moment 
2aNI is greater than the critical value that makes Aim < -1. 
Only those values of V that are solutions to Eq. (92) and are 
contiguous with Va as w-D can be used to generate a se­
quence a L that allows expansions (86) and (87) to give true 
solutions to the differential equation (82). In other words, if 
one wants to find a V with which to generate solutions to the 
differential equation (82) via expansions (86) and (87) for 
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some nonzero (and perhaps even complex) (tJ, one should 
firstsolveEq. (91) for an (tJ very near zero using the Va given 
at Eq. (23) as a starting point, then move (tJ toward the 
desired value in small increments, re-solving (91) at each 
step to make certain the final value of v obtained is on the 
correct branch. 

VI. SOLUTIONS BY EXPANSION IN SERIES 
OF COULOMB WAVE FUNCTIONS 

Heartened by success with the preliminary generaliza­
tion discussed in Sec. V, one is immediately tempted to try an 
expansion of the same sort as (86) and (87) for the general 
case ofEq. (2) when 2a(N) + N2 ) ,eO. In terms of the prob­
lem of the two-center SchrOdinger equation, this full gener­
alization implies a net Coulomb charge on the nuclei, hence 
the expansion must be in terms of Coulomb wave functions 
rather than spherical Bessel functions. This is not a great 
conceptual complication, since the Coulomb wave function 

FL (1/, p) and the spherical Bessel functionj L ( p) are related 

when 1/ = Oby FL (O,p) =pjL (p). Unfortunately, if the ex­
pansion 

1 (A. 2 _ 1)<m/2) co 

'I'(A.) = T ~ L=~ 00 aLFL+ v (1/,(tJA.) 

[with 1/ = - a(N) + N2)/(tJ] is substituted into the diff'er­
ential equation (2) , the resulting recurrence relation 
amongst the aL will have five terms instead of three, being of 
the form 

(tJ2 (tJ2 
--aLaL+ 2 --2 1/mai aL+) +L 2/3LaL 

4 L 
(tJ2 (tJ2 

+ -2 1/m ri aL _ 1 - -rLaL - 2 = 0, 
L 4 

where the aL , ai, /3L' ri, and rL are functions of L, v, 
and the parameters of the differential equation and are nor­
malized such that they each approach 1 as L_ 00. Exact 
expressions for these recurrence coefficients are nearly as 
ghastly to derive as they are to contemplate once written 
down, and as we know of no reasonable computational 
method for dealing with five-term recurrence relations, we 
will spare the reader the agony of their further consideration 
and tum instead to the presentation of a more elegant repre­
sentation for the generalized spheroidal wave functions. 

A. The Coulomb wave-function expansion 

Equation (1) was 

d 2y dy 
x(x -xo) --2 + (B1 +B~)-

dx dx 

+ [(tJ2X(X - xo) - 21/(tJ(x - xo) + B3]Y = O. 

With the substitutions y(x) = x - B,/2h (x) and z = (tJx the 
differential equation becomes 

z(z - (tJxo) [h,zz + (1 - 21//z)h ] 

+ C1(tJh,z + (C2 + C3(tJ/z)h = 0, (101) 

where 

C) =B) +B~o, 

C2 = B3 - !B2(!B2 - 1), (102) 

C3 = - !B2[XO(!B2 + 1) +BtJ. 
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The function h (z) can then be expanded in a series of Cou­
lomb wave functions: 

00 

h(z) = L aLuL+v(Z), (103) 
L= - 00 

where U L + v (z) is any combination of the Coulomb wave 
functions FL+ v(1/,z) and GL+ v (1/,z). The 
1/ = 0, v = I + m ordinary spheroidal wave-function limit 
of this expansion can no doubt be obtained by an integral 
transformation of Eq. (30) or (33) of Baber and Hasse, but 
there is little to be gained by further consideration of such 
special cases. The Coulomb wave functions satisfy the recur­
rence relation 

2L+~V+l RL+1UL+v+I-(! +QL)UL+ V 

1 
+ 2L + 2v + 1 RLUL+ v_ 1 = 0, (104) 

and the differential relation 

d L+v 
dz U L + v = - 2L + 2v + 1 R L + I U L + v + I - QL U L + v 

where 

QL = 1//[ (L + v)(L + v + 1)] 

and 

RL = [(L + V)2 + 1/2j112/(L + v), 

and are solutions of the differential equation 

d 2 

dr UL + V 

(10S) 

(106) 

+ [ 1 _!:.!L _ (L + v)(L + v + 1) ] = 0 
z r UL + V • 

(107) 

The FL + v (z) form a solution sequence to recurrence rela­
tion ( 104) that is minimal as L-+ + 00, and are the solution 
to the Coulomb wave equation (107) that is proportional to 
zL + v+ I asz-o. The GL + v (z) are irregular solutions to the 

. Coulomb wave equation, are proportional to z - L - Vas z-o, 
and form a dominant solution sequence to recurrence rela­
tion (104). TheFL+v(z) andGL+v(z) are normalized such 
that the Wronskian 

FL+v,zGL+ v - GL+v,zFL+ v = 1, 

and have the asymptotic form 

GL+ v(1/,z) ±iFL+ v(1/,z) 

(108) 

- exp[ ± i(z -1/ In 2z - (L + v)(1T/2) + O'd], 
(109) 

where 

O'L= _.!.-In[r(L+v+ 1 +i1/)]. 
2 r(L +v+ l-i1/) 

( 110) 

Coulomb wave functions are defined by the integral repre­
sentations 
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e'"J/2e±iz(2z) -L-v 
=--------------~~~----------~ 

[r(L+v+ 1 +i7])r(L+v+ 1-i7])]1/2 

xL'" e- ttL+v±i'1/(t +2iz)L+v~i'1/dt, (111) 

and afford an alternate way of expressing the confluent hy­
pergeometric functions. [The Coulomb wave functions have 
usually been defined only for non-negative integer orders 
and real charge parameter 7]. Equations (110) and (111) 
were obtained from the discussion of Coulomb wave func­
tions and confluent hypergeometric functions given by 
Morse and Feshbach, who define Coulomb wave functions 
in a completely analytic manner.] 

The expansion coefficients a L in series ( 103) are defined 
by the recurrence relation 

aLaL+ I +PLaL + yLaL _ I = 0, 

where 

aL = -wRL+ I /(2L+2v+3) 

X [(L + v + 1) (L + v + 2)xo 

- (L + v + 2)CI - C3 ], 

PL = (L + v)(L + v + 1) + C2 

+ wQd (L + v)(L + v + l)xo - CI - C3], 

YL = - wRL/(2L + 2v - 1) 

(112) 

X [(L + v)(L + v-I )xo + (L + v - 1)CI - C3]. 

The CI , C2, and C3 are given in terms oftheBI, B2, andB3 

in Eqs. (102). The aL will be minimal as L- ± 00 if v is a 
solution of the implicit equation 

{3, - a_IYo a-2Y_I a-3Y-2 
0- •.. 

P-I - P-2 - P-3-

+ aOYI a l Y2 a2Y3 .... (113) 
PI - P2 - P3-

Solutions to (113) exist and are periodic with period 1. 
Roots v that are integer multiples of ! are usually spurious 
(there are some special exceptions). The only solutions v for 
which the series (103) will actually solve the differential 
equation are those that map to the correct asymptotic values 
as £U-+O or as wX-oo. See Eq. (121). 

B. Convergence properties 

Convergence of the Coulomb wave-function series solu­
tions ( 103) to the generalized spheroidal wave equation ( 1 ) 
is similar to that of the Neumann series solutions (86) to the 
finite dipole wave equation (82). When v is a solution to the 
continued fraction equation (113) the sequence of expan­
sion coefficients {aL : L = ... , - 2, - 1,0, 1,2, ... } is minimal 
as L_ ± 00, but in the usual case that v is not an integer, the 
negative L part of the series cannot be truncated and both 
sequences of Coulomb wave functions {FL + v: L = ... , 
- 2, - 1,0,1,2, .. .} and {GL + v : L = ... , - 2, - 1,0,1,2, ... } 

will be dominant either as L_ + 00 or as L- - 00, or both. 
The solutions given by expansion (103), though indepen­
dent, will both be seen to be irregular as X-XO' 
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Convergence properties of the solutions are illustrated 
by analysis of the limiting behavior of aL GL + v (7],wx) as 
L_ + 00. This behavior will be shared by the L_ - 00 part 
of both series, and the positive L part of .ILaLFL + v is obvi­
ously convergent. We will here consider only the case when 
L 2> l7]wl. From the recurrence relation (112) fortheaL , we 
obtain the limiting ratios 

. aL wR L 
11m --=-2 [xoL + Cd, (114) 

L-++ooaL _ I 2L 

and 

. aL wRL 
11m -- = --2 [xoL - Cd 

L-+-ooaL+ I 2L 
(115) 

(the aL being minimal as L_ ± 00), and from the recur­
rence relation (104) for the Coulomb wave functions 

1. GL+v(7],wx) 2L (1 Q ) 
1m -- - + L I (L>lwxi), 

L_oo GL + v_ 1 (7],wx) RL wx -

and 

lim GL + v+d7],wx) = -1 
L-oo GL + v_ 1 (7],wx) 

(1<L<lwxl), 

the GL + v being dominant solutions of recurrence relation 
( 104). If 7]w <L 2, we immediately obtain 

1. aLGL+v(WX) 1( +CI ) 
1m =-xo -

L-+oo aL _ I GL + v _ I (wx) X L 

_{xolx, ifxo#O, 
CI/xL, ifxo = 0, 

(116) 

so that the series ( 103) is absolutely convergent for all x> Xo 
and diverges at x = xo. The L < ° part of the series can be 
truncated when v is an integer, and this will happen when 
7] = ° and Aim is an eigenvalue of the ordinary spheroidal 
wave equation. If v = I + m then the series 
.IL=o aLFL + I + m (O,wx) will represent the regular ordi­
nary spheroidal wave function. 

Expressing, as it does, the limiting form of the ratio of 
successive terms in the series, expression (116) tells us not 
only that the series converges, but also says much about how 
rapid the convergence is. If for some E> ° we wish to find an 
Nsuch that 

laNGN + v (7],wx)/aoGv (7],wx) 1< E, 

then we can use (116) to estimate 

laNGN+v (wx)/aoGv(wx) I =E;:::;;(xolx)N (117) 

(assuming ICd<Nxo), from which 

N;:::;;log E/log(xolx), (118) 

which again expresses the divergence of the series as x-xo. 
As an example, suppose one wished to compute the irregular 
ordinary spheroidal wave function (with 1= m = 0) for 
w = 1 at A. = 3 to an accuracy of approximately seven deci­
mal places. In this casexo = 2, x = 4, and E = 10- 7

• Equa­
tion (118) then estimates N;:::;; 23. When actually computed, 
it turns out that a23 = 1.51 X 10-23 and 
G23 (0,4) = 4.31 X 1014

• The product of the two, 
a23G23 (0,4) = 6.5 X 10-9

, is not unreasonably distant from 
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the desired value 10-7• Thus expression (118), though not 
exact, is a useful guide for computational purposes. 

c. Solutions as (J)---+() 

The solutions v to Eq. (113) are periodic with period 1. 
As w-o the differential equation (1O 1) takes the limiting 
form 

hm--+ 1--+- =, . d 2h ( 21] C2 )h 0 
«>--+0 dz2 z r 

(119) 

and has solutions 

lim hi (z) = F" (1],z) 
«>--+0 0 

and 
lim h2(z) = G" (1],z), 
«>--+0 0 

(120) 

where 

(121 ) 

Ifwe normalize theaL such thatamax = ao, then the minimal 
solution sequence aL to recurrence relation (112) has the 
property that a L -0 as w-o for all L i= O. The small w form 
of expansion ( 103) will then be dominated by the single term 

aouv (1],wx). For larger w the only solutions v to Eq. (113) 
that can be used to generate the aL and give a convergent 
series that actually solves the differential equation are those 
v that are contiguous with the Vo as w-O. The values of Vo 

are the same as the values ofthe order Va of the asymptotic 
solutions (22) and (23) given in Sec. II. 

D. Asymptotic behavior 

Two independent solutions to the generalized spheroi­
dal wave equation 

d 2y dy 
x(x - xo) dx2 + (BI + B~) dx 

+ [w2x(x - xo) - 21]w(x - xo) + B3]Y = 0 

can now be written 
00 

y+{x) =X- B2/2 L aL [GL + v (1],z) + iFL +v (1],z)], 
L= - oc 

(122) 

00 

y_(x) =X- B2/2 L adGL+v(1],z) -iFL+v{1},z)]· 
L= - 00 

The asymptotic form of y + and y _ can be expressed as 

limy± (x) =x- B2/2 exp[ ±i{wx-1}ln(2wx) -ifJ±)], 
X_oo 

(123) 

where ifJ + and ifJ _ are obtained from Eqs. (109) and (122): 

ifJ± = ±iln[ i: aLexp+i[(L+V)!!....-UL ]]. 
L=-oo 2 

(124) 

The U L are defined by Eq. (110). The asymptotic behavior of 
any combination of these solutions 
Y(x) = AoutY+ (x) + Ainy_(x) is therefore obtainable 
from the values of Y(x) and Y.x (x) at any convenient x at 
which the matching coefficients Aout and Ain may be deter­
mined. Expressions (122), (123), and (124) are all analytic 
in w and x, so there is no reason the phase of the x at which 
the matching is done need be the same as the phase of the 
asymptotic limit desired. This analyticity with the asympto­
tic form is the crucial property that makes a representation 
"truly useful," and the Coulomb wave-function expansions 
(122) probably express it as well as is possible by anything 
short of an actual integral representation for the generalized 
spheroidal wave functions. 

E. Values on the ro branch cut 

The irregular generalized spheroidal wave functions 
have branch cuts in x that emanate from x = 0 and x = Xo. 
These may be treated in the usual manner using the known 
values of the indices k I and k2 ofEq. (21). There is, however, 
a branch cut in the frequency w that is an important consi­
deration in some physical problems.4 This branch cut starts 
at w = 0 and extends downward along the negative imagi­
nary w axis. The Coulomb wave-function expansions (122) 
allow the values of the irregular generalized spheroidal wave 
functions y + and y _ to be determined on each side of this 
cut. In terms of the regular and irregular confluent hyper­
geometric functions M(a,b,2iz) and U(a,b,2iz) as defined 
by Slater,28 the Coulomb wave functions can be expressed as 

X (2z)L+v+ le±izU(L + v + 1 ± i1],2L + 2v + 2, + 2iz) (125) 

and 

F ( )= [r(L+v+1+i1})r(L+v+l-i1])P/2{2z)L+v+le± izM(L+v+l±i ,2L+2v+2 T2iz). (126) 
L + v 1],z 2e'"1/2r(2L + 2v + 2) 1], T 

Slater's Eq. 13.1.10 then gives the w branch cut information 

U(L + v + 1 ± i1],2L + 2v + 2, + 2iz~"'ri) 
= e- 411trivU(L + v + 1 ± i1],2L + 2v + 2, + 2iz) 

+ (1 - e- 411triv )[r( - 2L - 2v - l)/r( - L - v ± i1]) ]M(L + v + 1 ± i1],2L + 2v + 2, + 2iz). (127) 
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Recall that z = O)X. Equations (125) and (127) can be in­
serted into expansions (122), and the reflection property of 
the gamma function eventually allows the desired result: 

y ± (O)e2'"Ti) = e - 2n1rlvy ± (0) + sin 2mTV csc 21TV 

X (e21M/ - e'f21riV)[y+ (0) - y _ (0) l. 
(128) 

Here y+(O) - y_(O) = 2ix-B2/2~OLFL+v(1],O)x). This 
expression is also valid in the limit when v is an integer. It 
should be kept in mind that the expansion coefficients 0L 
and the phase parameter v are implicit functions of 0). They 

I 

The factor (2L + 2v + 1 )e1M//2 is not absolutely necessary, 
but it does no harm to retain it. The differential and recur­
rence relations obeyed by bothfL + v and gL + v are 

L+v+l 
fL + V,Z = 2L + 2v _ 1 fL + v-I - QL fL + v 

- 2L ~ ;vv+ 3 [ 1 + (L + :2+ 1)2 ]fL+V+ 1> 

(131) 

1 [ 1]2] 
+2L+2v+3 1+ (L+v+l)2 fL+v+l' 

(132) 

where QL = 1]/[ (L + v)(L + v + 1)] as in Eq. (106). 
Asymptotic forms for f and g may be expressed as 

gL+v(1],z) ±ifL+v(1],z) 

z:: exp[ ±i(Z-1]ln2z-(L+v); +Ui±l)], 

(133) 

where 

ui± l = =Filn[ (2L + 2v + 1)e'"112 

r(L+v+1) ] X . 
r(L + v + 1 =F i1]) 

If we write our solutions ( 122) to the generalized spheroidal 
wave equation as 

00 

y± (x) =X- B,/2 L 0dgL+v(1],z) ±ifL+v(1],z»), 
L= - 00 

(134) 

then the asymptotic forms of y + and y _ are given by 

lim y ± (x) = x - B,I2 exp[ ± i(O)x -1] In(~x) - ¢ ± )], 
"--'00 

(135) 

where 
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appear, however, to be entire, and their values do not change 
across the 0) branch cut. 

F. An alternate normalization for the Coulomb wave 
functions 

There exist other normalizations for the Coulomb wave 
functions that should have definite computational advan­
tages over the usual Coulomb wave functions discussed 
above. These are exemplified by a normalization first pro­
posed by Gautschi,6 who defined functions fL + v and gL + v 
by 

(129) 

(130) 

¢± = ±iln[ i 0L exp =Fi[(L+V)!!....-Ui±l]]. 
L=-oo 2 

(136) 

The expansion coefficients 0L will satisfy the three-term re­
currence relation 

aLoL+ 1 + PLOL + YLOL-l = 0, (137) 

where now the recurrence coefficients are defined by 

a L = - 0)/(2L + 2v + l) 

X [(L + v + I)(L + v + 2)xo 

- (L + v + 2)e1 - e 3 l, 

PL = (L + v)(L + v + 1) + e 2 

+ O)QL [(L + v)(L + v + l)xo - e1 - e3 l, 
YL = - 0)/(2L + 2v + 1) 

X [(L + v)(L + v - 1)xo + (L + v - 1)e1 - e 3 l 

X[1 + 1]2/(L +v)2l. 

The e 1, e2, and e 3 are given in terms oftheB1, B2, andB3 in 
Eqs. (102). The recurrence relations (131) and (132) for 
Gautschi's Coulomb wave functions should be compared 
with the corresponding relations (104) and (105) for the 
usual Coulomb wave functions, and the definitions of the 
aL,PL' and YL for Eq. (137) compared with the corre­
sponding definitions for the a L, PL' and YL for Eq. (112). 
No square roots appear in any of the relations using Gauts­
chi's normalization, a property that will greatly enhance the 
speed with which expansions ( 134) can be evaluated and, by 
eliminating spurious branch cuts associated with the unnec­
essary square roots, will probably enlarge the parameter re­
gions for which the Coulomb wave-function expansion is 
valid. 

VII. SOLUTIONS BY EXPANSION IN SERIES 
OF CONFLUENT HYPERGEOMETAIC FUNCTIONS 

One last set of representations for the generalized spher­
oidal wave functions may be obtained by expanding the solu­
tionsy(x) to Eq. (1) in series ofthe confluent hypergeome-
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tric functions M(a,b,z) and U(a,b,z). Four new 
representations are obtained. The expansions for the solu­
tion that is regular as x---+xo are shown to be uniformly con­
vergent both at x = Xo and as x---+ 00. However, convergence 
of these series does not appear to be rapid, and the represen­
tations have not yet been implemented on a computer. 

A. The confluent hypergeometrlc function expansion 

Again, start with Eq. (1): 

d 2y dy 
x(x - x o) dx2 + (B, + B~) dx 

+ [llix(x - x o) - 2TJw(x - x o) + B3]Y = O. 

Solutions can be expanded in the form 

y,(x) =e+ wx f aLM(.!.B2+iTJ,L+V,,-2ifUX), 
L=-oo 2 

(138) 

Y2(X) = e- iOlX f bLM('!'B2 - iTJ,L + V2' + 2ifUX)' 
L=-oo 2 

(139) 

Y + (x) = e + wx f aL u(.!. B2 + iTJ,L + VI> - 2ifUX)' 
L=-oo 2 

( 140) 

y_(x) =e- ioJx f bLU(.!.B2-iTJ,L+V2,+2iWX). 
L=-oo 2 

(141) 
To demonstrate this, substitute 

y(x) = e+iOl,,/(x), z = - 2iwx, and Zo = - 2ifUXo, 
(142) 

then the differential equation for fin terms of z is 

z(z - zo) d,~ + (D, + D~ - r) df + (D3 + DiZ)f = 0, 
dz- dz 

(143) 
where 

D, = - 2iwB" D2 = B2 - 2iwxo, (144) 
D3 = B3 + 2TJwxo + iwB" D4 = -!B2 - iTJ· 

The solutionsf(z) to Eq. ( 143) can be expanded in a series of 
the confluent hypergeometric functions ML (z) and UL (z), 
where ML and UL denote, respectively, the regular and ir­
regular confluent hypergeometric functions 

ML (z)==M( - D4,L + v, - 2iwx) 

and 

UL (z)==U( - D4,L + v, - 2iwx) 

wherez = - 2iwx. HereM(a,b,z) and U(a,b,z) are defined 
by the integral representations 

M(a,b,z) =-- lftt a-'(1_t)b-a-'dt, 1 i' 
rea) 0 

Re(b) >Re(a) >0, (145) 

and 

U(a,b,z) =-- e- ztt a-'(1 +t)b-a-'dt. 1 Loo 
rea) 0 

Re(a) >0, Re(z) >0. (146) 

Properties of these functions may be found in Slater.28 The 
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definition (145), used here for the regular confluent hyper­
geometric function M(a,b,z), differs from the usual norma­
lization of the Kummer series by a factor r (b - a) /r (b): 

- reb - a) ~ (a)n zn 
M(a,b,z) = ~ --, 

reb) n=O (b)nn! 

where (a)n denotes Pochammer's symbol (a)n 
==a(a + l)(a + 2) ... (a + n - 1) and (a)o==1. Thus 
normalized M(a,b,z) obeys the same differential and recur­
rence relations as does U(a,b,z). Let Y L (z) denote any lin­
ear combination of the ML (z) and UL (z) defined above. 
Then Y L solves the confluent hypergeometric equation 

zY L,u + (L + v - z)Y L,z + D4Y L = 0, (147) 

satisfies the differential relations 

YL,z = Y L - Y L+, (148) 

zYL,z = (1-L - v)YL + (L + v- 1 +D4)YL_1> 

and obeys the recurrence relation 

zYL+, - (L + v- 1 +z)YL 

+ (L + v-I +D4)YL_, =0. 

(149) 

(150) 

The ML (z) form the solution sequence to the recurrence 
relation (150) that is minimal as L---+ + 00, and the UL (z) 
form a solution that is dominant. The Wronskian of ML (z) 
and UL (z) is 

ML (z) UL,z (z) - UL (z)ML,z (z) 

= [r(L+v+D4)/re -D4)]Z-L- vlf. (151) 

The solutionsf(z) to Eq. (143) may now be expressed as 
00 

fez) = I aLYdz), (152) 
L= - 00 

where v must be chosen such that the coefficients aL form a 
solution sequence minimal as L---+ ± 00 of the recurrence 
relation 

aLaL+, +PLaL + yLaL- 1 = 0, 

where 

a L = - (L + v+D4)(L + v+ 1-D2 +zo), 

/3L = (L + v)(L + v-D2 + 2zo -1) 

(153) 

+ (D4 -1)zo + (D, +D2 +D3)' (154) 

YL = - (L + v-l)zo -D" 

or, in the current case where theDi are given by Eqs. (144), 

a L = - (L + v + 1 - B2)(L + v -!B2 - iTJ), 

/3 L = (L + v) (L + v-I - B2 - 2iwxo) 

+ iwxo(B2 - B,/xo) + B2 + B3, 

YL = + 2iwxo(L + v-I + B,/xo)' 

The parameter v must solve the implicit equation 

/30 = a_,yo a 2Y ,a_3y -2 ... 
/3-, - /3-2 - /3-3-

+ aoY, a'Y2 a 2Y3 .... (155) 
p, - P2 - /33-

The solutions v to Eq. (155) are probably periodic. Experi-
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ence with the Coulomb wave-function expansion suggests 
that the correct values of v will be those that are contiguous 
as w-<) with the w = 0 roots of ( 155), that is, the values Vo 
that make Po = 0 when w = 0: 

Vo = ![B2 + 1 ± ~B2(B2 - 2) - 4B3 + 1]. (156) 

B. Convergence properties 

If the parameter v is chosen to satisfy Eq. (155), then 
the aL ofEq. (153) will be minimal as L~oo and successive 
aL will have the limiting ratios 

. aL hm --
L-+oo aL_ 1 

= - ~WXo [ 1 + ~ (B2 + :; _ v) + O(L -2) ], 

(157) 

and 

lim ~ = 1 + ~(2 - ~B2 - i1J) + O(L -2). 
L_-ooaL +1 L 2 

(158) 

Assume that both theML and the UL are dominant solutions 
to recurrence relation (150) as L~ - 00, and denote them 
again by Y L' Successive Y L will have the limiting ratios 

lim Y L =I+~(~B2+i1J)+0(L-2). (159) 
L--oo Y L +1 L 2 

As L~ + 00 the M L are minimal, 

lim ~ = 1 -~(~B2 + i1J) + O(L -2), (160) 
L-+oo ML_ 1 L 2 

while the UL are dominant: 

lim ~= L [1 +~(2v-2) +O(L -2)]. 
L-+oo UL_ 1 -2iwx L 

(161) 

From Eqs. (158) and (159) we see that 

lim aLY L = 1 + 2. + O(L -2), (162) 
L--ooaL+1YL + 1 L 

so that the negative L part of series (152) is absolutely (al­
beit slowly) convergent for Y L either ML or UL. From 
(157) and (160), 

and from (157) and (161) 

= XO [1 + ~(B2 +.!!J... - v - 2iwx(v - 2») 
x L Xo 

+0(L-2)]. (164) 

Therefore l:.aL UL converges for all x such that Ixl> IXol, 
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and 'I.aLML converges, amusingly enough, for all x. 
The preceding arguments may be repeated using in Eq. 

(142) the alternate substitutions 

y(x)=e-iwy(x), Z= +2iwx, and Zo= +2iwxo, 
(165) 

which yield two final representations for the generalized 
spheroidal wave functions: 

Y2(x)=e- iwX f bLM(~B2-i1J,L+v,+2iUJx), 
L=-oo 2 

(166) 
and 

Y _ (x) = e - iwx f bL U(~ B2 - i1J,L + v, + 2iWX), 
L=-oo 2 

(167) 
where the expansion coefficients bL are again a solution se­
quence minimal as L~ ± 00 of a three-term recurrence rela­
tion 

aLbL+1 +PLbL +YLbL_ 1 =0, (168) 

with recurrence coefficients a L> P L, and r L given by 

aL = - (L + v + 1 - B2)( L + v - ~ B2 + i1J). 

P L = (L + v) (L + v - I - B2 + 2iwxo) 

- iUJxo(B2 - BI/xo) + B2 + B3, 

YL = - 2iwxo(L + v-I + BI/xo), 

which together with our first two confluent hypergeometric 
function solutions 

YI(x)=e+ iwx f aLM(~B2+i1J,L+v,-2iUJx), 
L=-oo 2 

(169) 

and 

Y + (x) = e + iwx f a L U (~B2 + i1J,L + v, - 2iUJX)' 
L=-oo 2 

(170) 
constitute the last of our new representations for the general­
ized spheroidal wave functions. Note that the v that solve 
equation (155) for the expansion coefficients b L using the a, 
P, and r of Eq. (168) will probably not be the same v that 
solve the equation for the aL using the a, P, and r of Eq. 
( 153). Computer programs have not been written to gener­
ate any of these confluent hypergeometric function series, 
but Eq. (162) suggests that 

lim aLYL ;::::;O(L -2), 
L-- 00 

so that roughly 1 QN' terms will be needed if the series (166), 
(167), (169), or (170) are to be summed to N figures of 
accuracy. While one could hope that this is only a worst-case 
estimate and, at least for the series of the regular functions 
M(! B2 ± i1J,L + v, =+= 2iwx) and Ixl;::::; 1, that the series can 
in practice be made to converge much faster (perhaps with 
the help of a sequence accelerating algorithm), such specula­
tion must be regarded as "wishful thinking" pending more 
detailed analysis. 
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C. Asymptotic behavior 

The limiting forms of the confluent hypergeometric 
functions for large values of the argument are 

lim ML (z) = e OFi1TD-zD­
Izl~oo 

and 

lim UL (z) = zD-. 
Izl~oo 

(172) 

The upper sign is taken in (171) if - 11'/2 < arg(z) < 311'/2, 
and the lower sign is taken if - 311'/2 < arg (z) < - 11'/2. The 
factorr(L + v + D4 )z-L-v-D- makesthelarge Izllimitof 
the negative L part of series (166) and (169) difficult to 
evaluate. However, the series (167) and (170) involving the 
irregular functions UL (z) are relatively simple, and we may 
express the limiting forms of these solutions as 

00 

lim y+(x) = lim e+ w" L 0L 
1"1~00 1"1~00 L = - 00 

x u( ~ B2 + i1],L + v, - 2i(j)X) 

00 

C3 = - ¥1tB2' 

In Sec. VI we showed that h could be expanded as 
00 

hex) = L °LUL + v (1],(j)x) (177) 
L= - 00 

(where uL + v is a Coulomb wave function), and that the 
expansion converges even in the present case when Xo = O. 
This property is intriguing, because as xo-o the point x = 0 
becomes a confluent singular point, and convergent expan-
sions of solutions to differential equations near such points 
are generally difficult to obtain. Note that the point x = 0 is 
an irregular singular point only when B, #0: when B, = 0, 
Eq. (175) is a simple confluent hypergeometric equation, 
Eq. (176) is the Coulomb wave equation, and the solutions 
y (x) can be expressed as 

y(x) =X-<1/2)B'Uv (1],(j)x), 

where 

v(v+ I) = -C2 =¥12(¥12-1) -B3' (178) 

The solution regular at x = 0 is Uv = Fv (1],(j)x), and an ir­

regular solution is given by Uv = Gv (1],(j)x). 

However, when Bd:.O the point x = 0 is an irregular 
singular point and expansion ( 177) must be used for the two 
solutions, neither of which will converge at x = O. When 

= ( - 2i(j)x) -B,/2-i1/e+ iwx L 0L' 
L= - 00 

and 
00 

lim y_(x) = lim e- w" L bL 
1"1~00 1"1~00 L = - 00 

( 173) Xo # 0 the solutions near x = 0 could be generated via the 
Jaffe expansion :Io" [(x - xo)/x]". When Xo = 0, the Jaffe 
expansion does not exist and another approach must be tak­
en towards generating solutions good near that point. This 
can be done by exploiting the symmetry that exists between 
the point x = 0 and the point at 00: both are confluent singu­
lar points and with the substitutions 

00 
= (+ 2i(j)x) -B,12+i1/e- iOJJC L bL · 

L= - co 

(174) 

As noted before, these sums are only slowly convergent, and 
expansions (167) and (170) probably have no computa­
tional advantage over the Jaffe-type solutions discussed in 
Sec. IV. However, the convergence, no matter how slow, of 
the regular solution expansions (166) and (167) over the 
entire interval [xo<x < 00 ) may give them some unique ana­
lytic utility. 

VIII. A CONFLUENT GENERALIZED SPHEROIDAL 
WAVE EQUATION 

A. The confluent equation 

When Xo = 0, Eq. (1) becomes 

x 2y,,,,, + (B, + BzX)y,x + «(j)2X2 - 21](j)x + B 3)y = O. 
(175) 

If y(x) = x -B,12h and z = (j)X, then the differential equa­
tion for h(z) is 

z2h,zz + C,(j)h,z + [z2 - 2TJz + C2 + C3(j)/z]h = 0, 
(176) 

where 

and 
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y(x) = eW x+B,/2"x ' - B,I:t(5), 5 = iBt/2x, 

Eq. (175) becomes 

52/ 55 + (:t(j)F,s + [52 - 2fj5 + (:2 + (:3(j)/5lf= 0, 
(179) 

where 

(:,=Ct=Bt, fj= -i(¥12- 1), 

(:2 = C2 = B3 - ¥12(¥12 - 1), 5 = iBt/2x, 

(:3 = - (1 + i1])Bt· 

Hence solutions to Eq. (175) can also be written 
00 

y(x) =xl-B,/2eiOJ"+B,/2,, ~ b U (- /;-) 
~ L L+v 1],~ . 

L= - 00 

(180) 

Expansion (180) is uniformly convergent as x-O. The ex­
pansion coefficients 0L in expression (177) and the coeffi­
cients bL in expression (180) are both defined by Eqs. (112) 
and (113) using, respectively, the Ci of (176) and the (:; of 
(179). 

B. The Kerr limit of black hole rotation 

An example of the confluent equation occurs at the Kerr 
limit of black hole rotation, where b = 0 and ° = ! in Eqs. 
( 15) and ( 19). If it were physically possible, the confluence 

E. W. Leaver 1259 



                                                                                                                                    

of the event horizon at x = Xo with the singularity at x = 0 
would result in a naked singularity. The current theory of 
gravitation does not allow naked singularities to form,42 but 
an understanding of the behavior of the solutions to the wave 
equation (15) at the Kerr limit might allow some insight 
regarding the behavior of solutions near that limit. At the 
Kerr limit, Eq. (19) becomes 

x 2y xx + [2(1 - s - icu)x - i(cu - m)]y x . . 
+ [CU2X2 + 2(cu + is)cux + ~CU2 
+ (2s - 1 )icu - 2s - Aim ]y = 0, (181) 

which is of the form (175). The substitutions y = x' + Iw - I 

Xh(z) and z = cux yield 

rh,zz - icu(cu - m)h,z + [r - 2TJz + C2 

+ icu(cu - m)( 1 - s - icu )/z]h = 0, (182) 

where C2 = acu2 
- s(s + 1) - Aim and TJ = - cu - is, 

which corresponds to Eq. (176). Similarly, the substitu­
tion y = x s + Iw exp i[cux - (cu - m )/2x V(t) with 
t = (cu - m)/2x gives 

t:t.ss - icu(cu - m)/.s + [C - 2fJt + C2 

+ icu(cu - m)( 1 + s - icu)/tV= 0, (83) 

where fJ = - cu + is. Two interesting limiting cases of Eqs. 
(182) and (183) occur when cuzO and when cuzm. The 
occurrence of the product icu(cu - m) allows us to treat both 
cases in the same manner. 

Let C1 = - t(cu - m), C3 = i(cu - m)(1-s - icu), 
C3 =i(cu-m)(1 +s-icu), and fJ= -cu+is. Then ex­
pansions corresponding to ( 177) and ( 180) that are, respec­
tively, convergent for x and l/x bounded away from 0 are 

00 

y<oo)(x) =x'+",,-I 2: aLUL + y ( -cu-is,cux), 
L -00 

(184) 

(185) 

Again, U L + v (TJ,z) denotes a Coulomb wave function. The v 
in Eq. (184) is chosen to satisfy (113) and makes the aL the 
minimal solution of 

aLaL + 1 +fJLaL + yLaL _ 1 = 0, 

where 

a L = - icu(cu - m)RL+ 1 (TJ)(L + v + 1 + s 

+ icu )/(2L + 2v + 3), 

x (s + iCU)QL (TJ), 

YL = +icu(cu-m)RdTJ)(L +v-s 

- icu )/(2L + 2v - 1). 

The v and bL ofEq. (185) are generated from 

CcLbL+ 1 +/JLbL +rLbL - 1 =0, 
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(186) 

(187) 

(188) 

where the iiLiJL' and rL are the same as the a, P, and yof 
Eq. (187) but with TJ replaced by fJ and C3 replaced by C) 
(i.e., s is replaced by - s). As cu--<) or as cu--m, only the ao 
and bo terms contribute to the sums in (184) and (185), so 
that limiting forms for y( 00 land y(o) are (with ao = bo = I) 

lim y<ool(X) _Xs+iw-1Uv ( - cu - is,cux), (189) 
ll>->O,m 

lim y<°)(x)-x'+I"'eUux i(OJ-m)/2xUy 
ll>->O,m 

x( - cu + is,(cu - m)/2x), (190) 

wherev(v+ 1) = -C2(cu=0,m).Expressions (189) and 
( 190) are valid for values of the rotation parameter such that 
O<b<l, not just b = O. This generalization may be demon­
strated by retaining b and interchanging cu and cu - m when 
deriving the definitions (187) for the recurrence coefficients 
aLP L, and YL' 

The physically relevant field function is Teukolsky's 
Rim (r), which is related to y(x) by equation (17): 

R(r) = (r - r _ )k-(r - r + )k+y(X), 

where x = r - r _. Again, 

r± =(I±b)/2, k_= -s+i(cur_-am)/b, 

k+ = -s-i(cur+ -am)lb, and a=!0_b 2
)1/2. 

Taking the limit 

lim(r - r _)L(r - r + )k+ = x- 2s -""ei (OJ-m)/2x, 
/J-+{) 

we find the expansions for R(r) that are, respectively, con­
vergent away from r = ! and away from r = 00 are, with 
x = r-~, 

R ~oo)(x) = x- s - 1e l (OJ-m)/2x 

00 

X 2: adGL+y(-cu-is,cux) 
L= - 00 

± iF L + y ( - cu - is,cux) ] , 

R ~)(x) = x -se1wx 

(191) 

X f bL[GL +Y( - cu + is, ...;.(cu_-_m~») 
L - "" 2x 

'F ( . (cu-m»)] ± I L + y - cu + IS, 2x . 

(192) 

Equations (109) give the behavior of the Coulomb wave 
functions for large magnitudes of the argument, and from 
them we obtain the desired behavior of the two solutions 
near x =0: 

lim R <.2) (x) - [(cu - m )12x ]IOJei(OJ- m)/2x, (193) 
x-o 

(194) 

With the sign convention (e - iw,) of Eq. (13), it is R <.2) (x) 
that describes the case of radiation going into the singularity. 

A black hole rotates at the Kerr limit with angular ve­
locity drpldt = 1 in the normalized units used here, and a 
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wave train with frequency w = m at this limit corotates with 
the singularity. If Iwl<1 and Iwxl<l, expansion (192) is 
dominated by the bo term and may be approximated (with 
bo = 1) by 

R ~)(x) :::::x-'e1a>X[Gy ( - w + is,(w - m)/2x) 

± iFy( - w + is,(w - m)/2x>] , (195) 

where v( v + 1) = - C2 (w). This result also holds for 
Iw - ml<1 and Iwxl<!. Similarly, if Ix/(w - m)I>I, then 
by Eq. (116) the ao term will dominate expansion ( 191) and 
R <;) may be approximated (with ao = 1) by 

R <;) (x):::::x -.- lel(O) - m)/lx 

X [Gy ( - w - is,wx) ± iFy( - w - is,wx)]. 
(196) 

These approximations may be used whenever the rotation 
parameter b<l. A different approach to approximating the 
Teukolsky function R 1m near the Kerr limit may be found in 
Teukolsky and Press,43 and has been used by Detweiler.44 

IX. SUMMARY 

A. Review of the representations 

In this study we have demonstrated ten analytic series 
representations for the solutions to the generalized spheroi­
dal wave equation 

d 2y dy 
x(x -xo) dx2 + (BI +B~) dx 

+ [w2x(x - x o) - 271w(x - xo) + B3]Y = 0 

on the interval [O<x < 00 ). They are, together with the 
asymptotic form, the following. 

(i) The regular power series solutions ofthe Jatre type 
(Sec. IV A): 

YI(X) =e+ict>xx-(1I2)B,-I'I i: a~(X-Xo)", (39) 
,,=0 x 

and 

Y2(X) = e - ia>Xx - (1I2)B, + 1'1 i: b ~ (X - x o)" . (49) 
,,=0 x 

These two expansions are proportional by a factor 
e2ict>xoa~/b ~ and represent the generalized spheroidal wave 
function that is regular at x = xo. They converge for all x 
such that I(x -xo)/xl < 1. The convergence is uniform only 
when w is an eigenfrequency and the expansion coefficients 
form minimal solutions to their respective recurrence rela­
tions (40) and (50). When w is not an eigenfrequency the 
convergence of these series is not uniform and the analytic 
formsofYl(x) andY2(x) asx-oo cannot be deduced. 

(ii) The irregular confiuent hypergeometric function 
solutions of Hylleraas type (Sec. IV C): 

00 

y+(x)=e+ict>X L a~(B2+Bl/XO)" 
,,=0 

"" 
y_(x) =e-;"x L b~(B2+BI/XO)" 

,,=0 
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These solutions are always independent and correspond, re­
spectively, to the asymptotic forms 

a~x- (l12)B, exp[ + i(wx -71 lnx )] 

and 

b~x- (I/2)B, exp[ - i(wx -71lnx)]. 

In general the expansions for Y3 andY4 do not converge as 
X-Xoo and these solutions are usually irregular at that point. 
The exception occurs when w is an eigenfrequency and either 
the a~ or the b ~ (but never both) are minimal as n-oo. In 
this case these irregular Hylleraas solutions become regular 
eigensolutions proportional to the regular Jatre solutions Yl 
andY2 [Eqs. (39) and (49)]. 

(iii) The irregular Coulomb wave-function solutions of 
the generalized Stratton type (Sec. VI): 

00 

y+(x) =X- B,/2 L adGL +y(71,z) + iFL +y(71,z)], 
L= -00 

00 

y_(x) =X-B,12 L aL [GL +y(71,z) - iFL +y(71,z)]· 
L= - 00 

(22) 
The asymptotic forms of these expansions are given by Eqs. 
(123): 

limy± (x) =x- B,12 exp [ ±i(wx-71 ln(2wx) -tfJ± )], 
x-+oo 

(123) 
where the tfJ ± and the necessary q L are given by Eqs. (124) 
and (110). The expansion coefficients a L and the phase fac­
tor v are defined by Eqs. (112), (113), and (121). 

(iv) The asymptotic solutions in terms of Coulomb 
wave functions (Sec. II): 

lim Y ± (x) = xB,l2xo(x - x o) - (l12)(B, + B,Ix,,) 
x-+oo 

x [GYa (71,wx) ± iFYa (71,wx)] 

X[1 +O(x-3
)], 

(197) 
cf. Eqs. (22) and (23). The asymptotic phase parameter v" 
usually differs markedly from the Coulomb wave function 
phase parameter v, and the asymptotic form can provide a 
check on the full expansion in the regions oflargex for which 
both are valid. 

(v) The confiuent hypergeometric function expansions 
of Sec. VII: 

Yl(X) = e+ia>X i: aLM(..!..B2 + i71,L + v, - 2M>X)' 
L- -00 2 

Y2(X) =e-ia>X i: bLM(..!..B2-i71,L +V,+2iWX), 
L- -00 2 

Y - (x) = e - ia>X i: b L U (..!.. B2 - i71.L + v, + 2i(i)X), 
L= -00 2 

cf. equations (166), (167), (169), and (170). The descrip­
tion of these solutions given in Sec. VII is brief enough (as 
befits the preliminary nature of their derivation) to make 
further discussion unnecessary. 
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B. Notes on the computer Implementation 

The expressions for which FORTRAN subroutines have 
been written to evaluate are those for the regular JafIe solu­
tion 

YI (x) = e + icuxX - (l/2)B2 - i7J i a~ (x - xo)n , 
n=O X 

(198) 

the Coulomb wave function expansions (122) 
00 

y±(x)=X- B2/2 L ad GL+v(7J,z)±iFL + v (7J,z)], 
L= - ~ 

and the associated asymptotic forms (22) and (23) 

lim Y ± (x) = xB,/2"o(x _ x o) - (l/2)(B,+ B,/xo) 

x-co 

x [Gva (7J,UlX) ± iFva (7J,UlX)] 

X [1 + O(x- 3
)]. 

(199) 

(200) 

The Jaffe solutions are regular and analytic as x-xo, but for 
general Ul are divergent as x- 00. The Coulomb wave func­
tion expansions are analytic as X-oo, but diverge as X-Xo' 

The combination of the two representations provides a pow­
erful computational tool for analysis of physical systems de­
scribed by generalized spheroidal wave equations. The pa­
rameter regions in which the Coulomb wave-function 
expansion is valid often overlap the regions of validity of the 
Jaffe expansions, and frequently those of the asymptotic 
Coulomb wave-function solutions as well, so the three differ­
ent methods of solution can be used as checks against each 
other. 

The regular Jaffe solution is a simple power series and 
coding it was straightforward. However, the Coulomb wave­
function expansions are irregular as X-Xo, and usually have 
a branch cut associated with that point. Additional branch 
cuts arise in the continued fractions that define the expan­
sion coefficients a L and the phase parameter v. Some of these 
cuts no doubt are inherent to the fractions themselves, but 
others are spurious and are due to the square roots that occur 
in the recurrence relations both for the aL and for the Cou­
lomb wave functions. We showed in Sec. VI F how the 
square roots could be avoided by use of Gautschi's normal­
izations, butthe current (July 1985) version of the program 
implements Eq. (122) with the usually defined Coulomb 
wave functions [Eq. (111)]. The branch cuts are a genuine 
problem since the generalized spheroidal wave functions are 
functions of seven complex parameters: x,xo, 7J,Ul,B I,B2 and 
B3• The Coulomb wave functions are computed using an 
analytic extension of Steed's algorithm,45 and branch cuts in 
this subroutine alone restrict the product UlX to lie in the 
fourth quadrant of the complex OJX plane. 

It probably is not possible with algorithms of this com­
plexity to fully predict the ranges of the parameters for 
which they are valid, but fortunately there are enough self­
consistency checks (computation of Wronskians, indepen­
dent sums of series for the derivatives, etc.) that the accura­
cy of the program that implements the Coulomb 
wave-function expansion can be determined internally as it 
is run. Although one usually cannot predict a priori whether 
the program will run with a given set of arguments, the rela-
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tive error of the calculation is accurately supplied at execu­
tion. External checks on the program's results, while com­
forting when they are obtainable, are not strictly necessary 
for reliable use. 

The single precision version of the program typically 
returns five or six decimal places of accuracy on a 36-bit 
DEC20. (A double precision version using the COMPLEX*16 

variable type available on v AX computers gives between 
twelve and sixteen places.) While these algorithms have 
been found to be quite powerful in the analysis of the pertur­
bation response of Schwarz schild black holes,4 the programs 
are not a complete panacea to the problem of generating 
generalized spheroidal wave functions, as there are values of 
the parameters for which it is not possible to find a value of 
the phase parameter v that satisfies Eq. (113). However, it is 
our belief that the elements of analyticity inherent to Jaffe's 
solutions and the Coulomb wave-function expansion pro­
vide, in the regions where they are valid, a refreshing alterna­
tive to the usual recourse of brute force numerical integra­
tion of the generalized spheroidal wave equation. 

The programs are fully portable and will be described in 
detail in a forthcoming article.46 Future study should be in 
the direction of implementing Gautschi's normalization for 
the Coulomb wave functions (Sec. VI F), and the irregular 
Hylleraas solutions (Sec. IV C). The high frequency ap­
proximation of Jen and HU,40 for the ordinary spheroidal 
wave functions should be extended to the generalized func­
tions. Further investigation should be made of the confluent 
hypergeometric function expansions discussed in Sec. VII. 
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APPENDIX A: LAGUERRE POLYNOMIALS 

The Laguerre polynomials used in this paper are the 
Laguerre polynomials as defined by Slater,27 and in Gradsh­
teyn and Ryzhik.29 They are generated by 

i znL~(x) = (l_z)-a-Iexz/(z-I) (lzl<l), 
n=O 

obey the recurrence relation 
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(n + 1)L ~+ I (z) - (2n + a + l-z)L ~(z) + (n + a) 

xL~_dz) =0, 

and L ~ (x) is related to Kummer's function IFI (a,b,x) by 

a rca + n + 1) Ln(x)= IFI(-n,a+l,x). 
n!r(a + 1) xLg(x) = -Lf(x) + (a + 1)Lg(x), 

and satisfy the differential property 

d 
x-L~(x)= -(n+l)L~+dx)+(2n+a+1) 

dx 

XL~(x) - (n +a)L~_1 (x) 

~Lg(x) =0. 

There are several different normalizations of Laguerre poly­
nomials currently in use. Three of them are listed below to­
gether with the names of the authors that have used them, 
and their relation to the Laguerre polynomials as normal­
ized by Slater. 

( 1) Messiah47 and Morse and Feshbach 10: 

dx 
L::' (Messiah, Morse, and Feshbach) = (n + m)!L::' 

(Slater) . 
(2) Titchmarsh48

: Laguerre polynomials are solutions to the confluent hyper­
geometric equation 

d 2 d 
x-L~(x) + (a + 1 -x) -L~(x) + nL~(x) = 0, 

L::' (Titchmarsh) = nIL::' (Slater). 
(3 ) Hylleraas7

: 

dx2 dx L::' (Hylleraas) = L::' _ m (Slater). 

APPENDIX B: AN INTEGRAL TRANSFORM 
An outline of a proof of the validity of Eq. (62) is given using the standard theory of integral transforms.49 

Start with Eq. (1): 

d 2y dy 2 
x(x - xo) --2 + (BI + B~) - + [llJ x(x - xo) - 21]llJ(x - xo) + B3]Y = 0. 

dx dx 

With the substitutiony(x) = eiwx/(x) and the restriction i1] = B2/2 - 1, the differential equation for/is 

2' x {lex)} = 0, 

where the differential operator 2' x is defined by 

2'x==x(x - xo) d: + [BI + B~ + 2illJx(x - xo)] ~ + [2illJx(B2 - l)(x - xo) + illJxo(B2 + Bl/xo) + B3]. 
dx dx 

With the further substitution/ex) = Xl + B,/Xog(X) , the differential equation for g(x) is 

J/x {g(x)} = 0, 

where the differential operator J/ x is in turn defined by 

d 2 

J/x==X(x - xo) dx2 + [ -BI - 2xo + (2 +B2 + 2Bl/xo)x 

+ 2illJx(x - xo)] ~ + [(B2 + B l/xo)(2illJX - illJxo + 1 + Bl/xo) + B3], 
dx 

so that 2'x {I} =Xl +B,/XoJ/x {g}. The adjoint operator to 2'x is 

- d 2 
• d 

2'x =x(x -xo) -2 + [-BI - 2xo + (4 -B2)x - 2,llJX(X -xo)]-
dx dx 

+ [2illJ(B2 - 3)x - illJxo(B2 - Bl/xo - 4) + 2 - B2 + B3]. 

The kernel 

K(x,t)=e2;",x(t- xol/Xo(t _ XO)B2 + B,/xo- I 

has the property that J/x {K(x,t)} = 2't{K(x,t)}. Hence if we write 

l(x) =XI+B,/Xo i K(x,t)/(t)dt, 

we can operate with 2' x onland find successively 

2'xV(x)} = 2'x {XI +B,/Xo i K(x,t)/(t)dt } = Xl +B,/xo i (J/x {K(x,t)})f(t)dt 

=XI+B,/xo i (2't{K(x,t)})!(t)dt =Xl + B'/Xo[iK(X,t) 2't{f(t)}dt + i :t P(X,t)dt]. 

where the bilinear concomitant P(x,t) is given by 
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P(X,t) = tU-Xo)V(t) ~ K(x,t) -K(x,t) :t/U)] + [2iwt 2 + (B2 + ~I - 2iWXo)t-BI -Xo]K(X,t)/U). 

Therefore two functionsf(x) and/(x) related by Eq. (B2) will both satisfy differential equation (B 1 ) provided the contour c 
is chosen such that the integral converges and the value of P(x,t) is the same at each end ofthe contour. 

APPENDIX C: A SECOND SOLUTION BY EXPANSION 
IN IRREGULAR CONFLUENT HYPERGEOMETRIC 
FUNCTIONS 

The validity of Eq. (70) is proven for arbitrary "I, and 
convergence properties of the expansion are discussed. Start 
with Eq. (1): 

d 2y dy 
x(x - xo) dx2 + (BI + BzX) dx 

+ [w2x(x - xo) - 2'TJw(x - xo) + B3]Y = o. 
The substitutiony(x) = e + WX/(X) yields Eq. (56): 

x(x - xo)/,xx + [BI + BzX + 2iwx(x - xo>lf.x 

+ [(B2 + 2i'TJ )iwx + 2'TJwxo + iwB I + B3lf = 0, 

which, with the substitutions z = - 2iwx and 
Zo = - 2iwxo, can be more suggestively written as 

d 2
/ d/ z(z - zo) --;::2 + (D I + DzZ - r) - + (D3 + D~)/ = 0, 

dz;- dz 

where 

DI = - 2iwBI, D2 = B2 - 2iwxo, 

(Cl) 

(C2) 

I 

D3 = B3 + 2'TJwxo + iwBI, D4 = -!B2 - i'TJ. 

We expand/(z) as 
00 

fez) = L bn U(a + n, - BI/xo,z) , (C3) 
n=O 

where the U(a + n, - BI/xo,z) are irregular solutions to the 
confluent hypergeometric equation 

zUn.zz - (BI/xo +z)Un.z - (a + n)Un = 0. (C4) 

We have denoted U(a + n, - Btlxo,z) by Un for notational 
convenience, and the parameter a is to be determined. The 
confluent hypergeometric functions used here are those de­
fined by Slater.28 They satisfy the differential property 

zUn.z = - (n+a)Un + (n+a) 

X (n + a + 1 + BI/xo) Un + I (C5) 

and are a solution that is minimal as n~ 00 of the recurrence 
relation 

Un_ 1 - [2(n+a) +BI/xO+z]Un 

+(n+a)(n+a+l+BI/xo)Un+ 1 =0. (C6) 

Substituting (C3) into (Cl) and using (C4)-(C6), we ob­
tain 

f bn {en + a -B2/2 - i'TJ)Un_ 1 + (n + a)(n + a + 1 +BI/xo)(n + a + B2/2 - i'TJ + BI/xO)Un+ I 

n=O 

- [2(n + a)2 + (2BI/xo - 2i'TJ - 2iwxo) (n + a) - (2'TJwxo + (B2/2 + i'TJ)BI/xo + iwBI + B3)] Un} = 0. (C7) 

The coefficient of U _ 1 must vanish if the series is to start at 
n = 0, so we must fix a to be a = B2/2 + i'TJ. Equation (C7) 
can then be re-indexed to yield 

(aobl +Pobo)Uo+ f (anbn+ 1 +Pnbn 
n=1 

+rnbn-I)Un =0, 

where 

an = n + 1, 

Pn = - [2n2 + 2(B2 + Bl/XO + i'TJ - iwxo)n 

(C8) 

+ (B2 + Bl/XO) (B2/2 + i'TJ - iwxo) - B3], 

rn = (n +B2/2 + i'TJ - I)(n + B2/2 + i'TJ + Bl/XO) 

X (n - 1 + B2 + Bl/XO)' 

Equation (C8) can hold only if the coefficient of each Un 
vanishes. Letting bn = r(B2 + Bl/XO + n)an in expansion 
( C3) and recurrence relation (C8), we can obtain as the 
recurrence relation for the an 

aoOl +PoOo =0, 
anan+ 1 +Pnan +Ynan_1 =0, 

where 

n = 1,2, ... , 
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(C9) 

an = (n + I)(n +B2 + Bl/XO) , 

Pn = - 2n2 - 2[B2 + i('TJ -wxo) + Bl/xO]n 

(ClO) 

which is the same recurrence relation as for the Jaffe coeffi­
cients, Eq. (4l). 

Convergence of the series (C3) may be analyzed by con­
sidering the sequence of functions {Un' n = 0,1,2, ... } de­
fined by Un = r(c + n)U(a,b,z), where a =B2/2 +i'TJ, 
b = - Bl/xO' and c = B2 + Bl/XO' The Un are a minimal 
solution to the recurrence relation 

(n + a)(n + a + 1 - b)j(n + c) Un + I 

- (2n + 2a - b + z) Un + (n - 1 + c) Un -I = 0, 
(CIl) 

which, after dividing by n and retaining terms to O( lin), 
takes the limiting form 
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[1 + (2a + 1-b-c)ln]U,,+1 

- [2 + (2a - b +z)ln]U" + [1 + (c -l)ln]U,,_1 

+ O(n- 2 );:::O 

Hence 

See the convergence discussion in Sec. IV A. Here 
z = - 2imx and the branch of the square root is taken such 

that Re(~ -z»O [the U" being a minimal solution to 
(C6) ]. We do not consider the case when z is positive real. 
Since 

lim (a" + 1/0" ) = I ± ~ - 2imxcln 
,,~oo 

[see Eqs. (42) and (44) ], our final result is that the limiting 
ratio of successive terms of series (C3) is given by 

lim b,,+ 1 U(a + n + l,b, - 2imx) 

,,~oo b" U(a + n,b, - 2imx) 

= I _ ~ - 2imx ± ~ - 2imxo 

rn (C12) 

The ( + ) sign is obtained when m is an eigenfrequency and 
the a" are themselves a minimal solution to recurrence rela­
tion (C9). Then the series converges at x = xo' When m is 
not an eigenfrequency the a" are dominant and the ( - ) 
sign prevails in Eq. (CI2). In this case the series converges 
for all x > xo, but diverges when x = Xo' This is precisely the 
behavior expected of a second solution. 
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A technique useful as an aid for finding finite-dimensional representations of a Wahlquist­
Estabrook prolongation algebra is introduced. The technique is illustrated with an examination of 
equations of the form a 2z'" / axl ax2 = r (Z'). 

I. INTRODUCTION 

Considerable success has been achieved over the last 
two decades in solving certain classes of nonlinear partial 
differential equations, using the related methods of Back­
lund transformations and inverse spectral transforms (see, 
for example, Refs. 1 and 2). Given a differential equation (or 
system) the problem of finding a Backlund transformation 
or linear scattering problem (if they exist) falls into two 
basic initial steps. The first, the application of the Wahl­
quist-Estabrook prolongation method,3 is reasonably syste­
matic. The second step is to find a finite-dimensional repre­
sentation for the infinite-dimensional, constrained, free Lie 
algebra which results from an application of the prolonga­
tion technique. With the increasing complexity of the equa­
tions being attacked by these methods, it is this second step 
that has proved most difficult to complete. Dodd and Fordy4 
collected and applied several theorems from Lie algebra the­
ory in a work that may be regarded as an initial step in a 
systematic approach to the prolongation algebra problem. 
The present work may be regarded, in part, as an adjunct to 
their paper. 

In the present paper we will exploit the fact that many of 
the equations encountered in applications possess a prolon­
gation algebra that has a certain involutive symmetry. The 
technique introduced is particularly useful for hyperbolic 
(or elliptic) equations-these equations are not quasipoly­
nomial flows and hence cannot be dealt with (systematical­
ly) by the Dodd and Fordy process. For example, equations 
of the forma 2z/axl ax2 = fez) possess the simple symmetry 
of interchange of the coordinates Xl and x2

• This symmetry 
carries through to the prolongation algebra (see Sec. III), 
and may be used to considerably simplify the task of finding 
finite-dimensional representations. 

Before discussing particular differential equations, we 
briefly review some of the theory on real forms of the com­
plex semisimple Lie algebras. This we do in Sec. II, while 
Secs. III and IV are devoted to applications. 

II. REAL FORMS OF COMPLEX SEMISIMPLE LIE 
ALGEBRAS 

Let ? be a complex Lie algebra (see Refs. 5 and 6 for 
general theory) , a real subalgebra ?o of? is a real form of? if 
? is the complexification of?o (see Refs. 5-7) and, in parti­
cular, the article by Macdonald,S Le., ? = ?ofBi?o (direct 

a) Present address: Department of Mathematics, Statistics and Computing 
Science, The University of New England, Armidale, New South Wales 
2351, Australia. 

sum). Any real form?o determines (and, conversely, is de­
termined by) a mapping c: ?_?, viz., X + iY_X - iY; 
X,Ye?o. The map c has the following properties: (i) c is 
semilinear, c(aX + /3Y) = ac(X) + pc( Y), for X,Ye? and 
a,/3eC; (ii) c is an involution, c2 (X) = X, for all Xe?; and 
(iii) c[X,Y] = [c(X),c( Y)], for X,Ye? 

A mapping c:?-? with these properties is called a con­
jugation of? (see Ref. 8). There is a one-to-one correspon­
dence between conjugations of? and real forms of ?: the real 
form determined by the conjugation c is just ?o = {Xe?: 
c(X) = X}. 

We now specialize our considerations somewhat and 
take? to be a complex simple Lie algebra. Now-7 ? may be 
decomposed as a vector space direct sum as follows: 

?=n-elAeln+ , 

where A is a Cartan subalgebra, n + the maximal nilpotent 
algebra of positive root vectors, and n - the subalgebra of 
negative root vectors. If we choose, as the basis of ?, the 
Cartan subalgebra and the root vectors we obtain the Car­
tan-Weyl commutation relations. These are 

[H,Ea] = a (H)Ea ; HeA, EaEn+eln-, 

with aE~ 
(the root space5

-
7

) , 

l 
0, if a:- /3 #0 and a + IU:~ , 
HaeA, If a + /3 = 0 , 

[ Ea, Ep] = N - + a,pEa+p , Ea+pEn eln , 

if a +/3E~, 

(2.1 ) 

where the constants N a, p satisfy N a, p = - N _ a, _ p and 
certain other relations.5

-
7 

Let c be a conjugation of? Then c acts on the root space 
~ as follows: For each root aE~ define a* by 

a*(H) = a[c(H)] 

(overbar denotes complex conjugation), which defines an 
involutory isometry * on the Euclidean root space ~. Mak­
ing use of the commutation relation (2.1) we determine the 
effect of c on the Cartan-Weyl basis as follows7

: 

c: H-c(H), with [c(H), Ea.] = a*(H)Ea• , 

c: Ea-c(Ea) =PaEa. , 

with the complex constants Pa satisfying 

PaPa. = 1, PaP _ a = 1, and 

Pa +pNa,p = PaPpNa.,p •. 

(2.2) 

The above theory (and the theorems presented in Ref. 
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4) may be collected together to give a prescription for find­
ing a finite-dimensional representation ("closure") of a giv­
en prolongation algebra. The techniques in Ref. 4 rely on the 
identification of nilpotent elements. This, however, is not 
absolutely necessary, for one can use the 10rdan-Chevalley 
decomposition (Humphreyss) to (in tum) identify an ele­
ment of the prolongation algebra with the various canonical 
elements (under the 10rdan-Chevally decomposition) of 
the finite simple Lie algebra into which one seeks to embed 
the prolongation algebra (see Sec. III). So the procedure for 
finding a closure of a prolongation algebra may be roughly 
described as follows. 

(i) Determine (ifit exists!) the action of the involutory 
automorphism on the prolongation algebra. 

(ii) Select an element of the prolongation algebra to be 
identified with the various classes of canonically decom­
posed elements of the finite simple Lie algebra-using the 
theorems on nilpotent elements (0 la Dodd and Fordy4) if 
possible. 

(iii) Beginning with the algebraAI (and proceeding to 
AI' A 2, ... , until closure is obtained), examine each conjuga­
tion of Al and each conjugacy class of canonically decom­
posed elements [for (i) and (ii), respectively] until a nontri­
vial closure is obtained (i.e., until a non-Abelian 
finite-dimensional Lie algebra, embedded inA I' is obtained) . 

The beauty in applying the theory of real forms is that, 
a~ each step in the calculation of (iii), the number of genera­
tors in the prolongation algebra is (in most cases) effectively 
halved. 

Before we apply these methods to particular equations, 
we present some results (to be used in our applications) on 
the real forms of A I and A 2• 

Conjugations 0/ A I: The three-dimensional, complex, 
simple Lie algebra Al has (in standard notation) a Cartan­
Weyl basis {H, Ea , E _ a} and canonical commutation rela­
tions 

[H,Ea] =!Ea' [H,E_a] = -!E_ a , 

[Ea,E_a] =H. 

There are only two conjugations with respect to real 
form. They are 

(1) a· = a, giving the split real form SL(2,R) , 

(2) a· = - a, giving the compact real 

form SU(3) . 

For (1) wehavec(Ea) = ei8Ea ,c(E -a) = e- i8E_ a ,and 
c(H) = H, where () is a real constant. For (2) we have 
c(Ea) =pE_ a, c(E_ a ) = (lIp)Ea, and c(H) = -H, 
where p is a real constant. 

Conjugations 0/ A2: The root system for A2, in terms of a 
pair of simple roots a I and a2' may be presented as 

(positive roots) , 

(negative roots) . 
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The conjugations may be calculated in a straightfor­
ward manner (using either combinations of the Weyl group 
and .the outer automorphisms or by searching for all involu­
tive isometries of the Euclidean root space). There are eight 
of them, as shown in Table I. 

III. THE EQUATION (J8Z/ax
' 
ax2 = I(z) 

In Ref. 9, Shadwick determined all equations of the 
above form that possess a non-Abelian prolongation algebra 
in one prolongation variable. From Ref. 9, the prolongation 
structure equations are (strictly, the prolongation equations 
restricted to the solution submanifold) 

y~, = PIB k + A k, y~ = _ p~ k + C k , 

with (3.1) 

Ak=Ak(Z,yl) , Ck=Ck(Z,yl) , 

and 

Bk =Bk(yl) 

(herey~,=ayk laxl
, etc.). Theyk are the prolongation var­

iables, the space of these variables carries the representation 
of the prolongation algebra. The integrability conditions for 
(3.1) are simply the original differential equation together 
with the contact conditions PI = z,x" P2 = z,x2' and the Lie 
algebraic constraints given by 

aA ac 
[B,A] =-, [C,B] =-, [A, C] = 2/(z)B, az az 

(3.2) 

(summation convention on repeated indices assumed). The 
first two of these equations have the formal solutions 

A=ifadBAo , C=e-ZadBCo, (3.3) 

where Ao and Co are algebra elements independent of z and 
ad refers to the adjoint representation (ad X) Y = [X, Y]. 
Using (3.3), the last equation of (3.2) may be written as 

[~adBAo, Co] = 2/(z)B. (3.4) 

We now observe that Eqs. (3.2) possess an involutive 
symmetry (which we denote by·) given by 

(3.5) 

TABLE I. The conjugations of A2• 

aT ar 
a, a2 giving the split form 
a, -a,-a2 

-a)-a2 a2 
a2 a, diagram automorphism 

-a2 -a, 
-a, a, +a2 

a, +a2 -a2 
-a, -a2 giving the compact form 
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Properties (ii) and (iii) of Sec. II are easily verified for *. 
Property (i), semilinearity, is required to hold so as to guar­
antee the reality of the functionf(z) defined by the last equa­
tion of (3.2). Thus * defines a conjugation in the sense of Sec. 
II. Equation (3.3) and (3.4) may now be written as 

A = tfadBAo, C = e-zadBA t, 
[~adBAo,A t] = 2/(z)B. 

(3.6) 

We now wish to find those functions fez), for which 
z,," = f(z) has a nontrivial prolongation structure (at least 

• 1 2 

for closures within the algebras AI andAz). We proceed as 
follows. 

(A) Start with one of the algebras Al and reduce B to 
canonical form using the Jordan-Chevally decomposition 
(Humphriess) . 

(B) Elucidate the various forms of the algebra elements 
A and C for all canonical forms B and all possible conjuga­
tions. 

(C) Using the last equation of (3.6) and the various 
forms for A and C deduced from (B), determine the distinct 
functions f(z). 

The algebra A I: Using the notation of Sec. II there are 
only two possible forms for B: B semisimple, in which case 
we may take (using the automorphisms of A I) B proportion­
al to H; and B nilpotent, in which case we may takeB propor­
tional to Ea. Combining these two cases with the two conju­
gations listed in Sec. II and the fact thatB * = - B we obtain 
three possible cases: 

(1) B=iH, a*=a, (Ea )*=ei9Ea , (J real; 

(2) B=H, a*= -a, (Ea)*=pE_a' P real; 

and 

(3) B = Ea , a* = a, (Ea)* = - Ea' 

Case (1): Write 

Ao=al +H+azEa +a3E_ a , 

aI' az, and a3 constants. Then, 

Co =A t = olH + eiBa2Ea + e- 1Ba3E -a . 

We also have 

e2z8dBAo = alH + a2eizEa + a3e- iZE_ a . 

So from (3.6) and AI' commutation relations of Sec. II 

2lf(z)H = (a203e
i(Z - 9) _ a302e - ;(z - 9»H 

+ ~ (a l02e
i9 - 0la2e

iz )Ea 

+~ (a301-al03e-ge-Iz)E_a' 

whence a l = 0. By rescaling the coordinates (xt, x 2
) and 

performing a translation on z we may take a203 = 1 and 
(J = 0 and we have arrived at the sine-Gordon equation with 

A =e(i/2)ZEa +e-(i/2)ZE_ a , 

C = e - (i/2)ZEa + e(i/2)ZE _ a , 

fez) = sinz. 

Case (2): The calculation proceeds in a similar manner 
to case (I). We find two possible cases: the Liouville equa­
tion 
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and the sinh-Gordon equation 

So 

and 

A =e(1/2)ZEa +e-(I/2)ZE_ a , 

C = e(l/2)zE _ a + e - (I!2)ZEa , 

fez) = sinh +z. 

Case (3): Write 

Ao=aIH+a2Ea +a3E_ a · 

~adBAo = (a l + 2aJZ)H + (a2 - alz - aJZ)Ea 

+a3E_ a • 

From (3.6) we find a3 = 0, and hence 

fez) = - i (a l02 + 0la2) + (a loI/4)z. 

As one would expect, these are precisely the equations 
obtained by Shadwick9 for the one pseudopotential case---A I 
and its various real forms are the only nontrivial algebras 
with a (real or complex) one-dimensional representation. 

The algebra A2 : Using the Jordan-Chevalley decompo­
sition we obtain the following canonical forms for B: 

B = alHI + azH2 

(at least one of aI' a2 nonzero) , 

{HI' H2} the basis of a Cartan subalgebra, 

B = lJIEa + lJzEa' lJ). = 0, 1, not both zero, , 2 

B = a(HI + 2H2) + Ea2 , a#O. 

To obtain the necessary results, we must test each conjuga­
tion of Sec. II with each of the canonical forms for Bin Eqs. 
(3.6). It turns out (after some tedious calculationsl) that 
only one new equation arises (aside from those associated 
with A I)' This is the Bullough-Dodd equation. lo It is asso­
ciated with the first canonical form of B (B purely semisim­
pie), and several of the conjugations, for example, 

aT = - a 2, aT = - a I , 

B= 6(HI +H2), 

A =atfEa1 + 12btfEa2 +,[Pice-2zE_al_a2' 

C=atfE_ a2 + 12btfE_ a1 +,[Pice-2zEal+a2' 

fez) = a~ - ce- 4z
, 

a, b, and c real constants. 

New equations for Al (/> 3)? Although the calculations 
rapidly become unmanageable (by hand at least), results 
thus far obtained indicate that no new equations arise in the 
algebra A 3• The obvious question now is whether there are 
any equations of the given form, aside from those listed 
above, that possess nontrivial prolongation structures. We 
hope to return to this question in a future publication. 

IV. THE SYSTEM OF EQUATIONS a~k/ax' ax2 = fk(ZI) 

Equations in this class include (in addition to those of 
Sec. II) the generalized two-dimensional Toda-Iattice equa­
tions. I1

- 13 
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The prolongation algebra equations are 

I: I = p~ B! + A k (summation on the index a) , 
,JC 

I',xl = -p;B! + e k
, (4.1) 

with B! = B! (y1), A k =A k(z",y1) , 

and e k = e k(z",y1), a = 1,2, ... ,m . 

The integrability conditions for ( 4.1) give the original differ­
ential equation together with the contact conditions p~ 
= z:'"I, p; = z",xl and the Lie algebra constraints given by 

(4.2) 

[A,e] = 2r(i')Ba (summation on a) . 

As in Sec. II we can obtain the formal solutions for A 
ande, 

t'a<lB C -t'a<lB·C (43) A = e ·Ao , = eo, . 

which allow us to rewrite the last equation of (4.2) (using 
[Ba.Bb]=O)as 

(4.4) 

As in Sec. II we have a conjugation -, which acts as 
follows: 

(4.5) 

and Eqs. (4.3) and (4.5) are rewritten as 

A - t' a<l B. A C = e - t' a<l B.A _ -e no, 0' 
(4.6) 

[ 2z" a<lB. A A *] - 21""B e no, 0 - rI " 

(summation on the repeated index a is always assumed). 

Clearly the above equations contain many infinite 
classes of systems of differential equations possessing nontri­
vial prolongation structures (the generalized Toda lattices 
of Refs. 11-13 being but one example). The main problem in 
finding new examples of such systems is to satisfy the last 
equation of (4.6), and this usually requires some form of 
Ansatz. In the present paper we will briefly consider two 
such Ansatze (one being a generalization of that of Ref. 12). 

Example (J): We consider here the case in which all the 
B are nilpotent [the generalization of case (3) of Sec. III]. 
The B" then form a commuting subalgebra of nilpotent ele­
ments. The most obvious Ansatz is to take one of the Ba to be 
a principal nilpotent element (Kostane4

) of the closed Lie 
algebra. We may then taketheB" (a = 1,2, ... ,1; I the rank of 
the algebra) to be a basis of the I-dimensional commuting 
subalgebra Ker( ad B 1), where B 1 is principal nilpotent-see 
Ref. 14 for results on principal nilpotent elements. Equa­
tions (4.6) can then be satisfied by taking Ao to be in the 
Cartan subalgebra. For example, consider the algebraA2 and 
the conjugation associated with the diagram automorphism, 
a; = a3 -i,j = 1,2; notation is that of Sec. II. We may take 
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B2 = Ea, +a, ' 

(E )*- E so Ba*= -Ba, aJ - - a3-J' 

Ao = 3(aIH I + a~2) , 
where {HI' H 2} is the Cartan subalgebra and a l and a2 are 
real constants. Then 

e2z"a<lB·Ao = 3(a IH I + a~2) 
+ Zl [ (a2 - 201 )Ea, + (a l - 202 )Ea, ] 
+ [Jf (al - a2)(zl)2 

- (al + a2)r]Eal +a, ' 

and 

A ~ = 3(a IH I + a1H2) , 

so that 

[ eli' a<l B·Ao, A ~ ] 

=! (202 - al) (a2 - 20 1 )ZI(Eal + Ea,) 

+! (a l + a2 ) [Jf (a l - a2 ) (ZI)2 

- (a l + a2 )r]Ea, +a, , 

yielding the following coupled system of differential equa­
tions: 

Z~I'" =! (202 - a l )(a2 - 201)ZI , 

~I'" =! [Jf (af - aD (ZI)2 - (a l + a2)2r] . 

The system can be easily generalized to a system with I de­
grees offreedom associated with the algebra AI , although we 
will not pursue this here. 

Example (2): We consider here the case where the B" are 
semisimple. Hence, the Ba may be taken to be elements of a 
Cartan subalgebra of the closed Lie algebra p. This still 
leaves us with a very wide class of problems, so again we 
adopt an Ansatz to satisfy Eqs. (4.6). To this end we intro­
duce two new definitions. 

(i) We will say that a subset R of the root system ~ of p 

is --admissible if, for each aeR, a- + p~~, for all peR. 
(ii) A --admissible root system R will be called --re­

duced if, for each aeR, there exists PeR such that 
a-+p=O. 

Ifwe choose the Ao to be linear combinations of the root 
vectors corresponding to a --reduced root system, then we 
can ensure (for appropriate choices of the Ba) that the last 
equation of (4.6) is nontrivially satisfied. In fact, the gener­
alized Toda lattice systems of Ref. 12 may (with the correct 
choice for the Ba ) be constructed in this way, with - ~ing 
the conjugation that gives the compact real form of p; I.e., 
a- = - a (and, in this case, the --admissible root system is 
an admissible root system in the usual sense). 

We now consider a particular example, the algebra AI 
with I = 2k, and - the conjugation given by a; 
= - al+ 1-1' j = 1,2, ... ,1 = 2k; a1 being a set of simple 

roots for AI' The following root system is --reduced: 
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Here, R is also an admissible root system in the usual sense. 
We then take 

Ao = ~(l + 1) [/.Ik ajEaj + al+ IE -at ... a,] , 
J= I 

and 

_ {(I + I)(Hj +H1+ I-j)' 
Ba - i(1+ I)(Hj -H1+I_j ), 

a=j 

a=j+k, 

1 <J<k, 
1 <J<k, 

where {Hj}J = I is the Cartan subalgebra and the aj and al + I 

are real constants. Now write 2aj (r'Ba) = uj + ivj , 
j = 1,2, ... , 1 = 2k, so that 

and 

j= 1, 

2<J<k - 1, 

j=k; 

{

2z"+I_ Zk+2, 

= - zk+ j- I + 2z"+j - zk+ j+ I, 

_ zlk - I + 3zlk , 

j= 1, 

2<J<k - 1, 

j=k. 

Also, 

2(a l + a 2 + ... + al) (r'Ba) = 2z1 , 
whence 

it'adBaAo=~(l+ 1) [~Ik aje"j+iVjEaj 

+ a e- 2ztE ] 1+ I -at···a, , 

and 

Ao·=~(/+1)[~a E +a E ] 4.. I+I-j -aj 1+1 at+a2+···+a, , 
j=1 

so that 

[e2t'adBaAo,A~] = (I + 1) [jtl ajal+l_je"j+iVjHj - (al+1 )2e-
2zt

j
tl Hj ] 

k 

= L ajal+l_je"j[(l+ 1)(~ +H1+I_j)cosvj +i(/+ l)(~ -H1+I_j)sinvj ] 
j=1 

And thus, by Eqs. (4.6), our nonlinear system of differential 
equations with nontrivial prolongation structure is 

Z:IXZ = fa, a = 1,2, ... ,1; 

with 

(with the uj and Vj as above). 
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In a Hilbert space K, discrete families of vectors {hj } with the property thatl = "I., (hj I/)hj for 
every lin K are considered. This expansion formula is obviously true if the family is an 
orthonormal basis of K, but also can hold in situations where the h, are not mutually orthogonal 
and are "overcomplete." The two classes of examples studied here are (i) appropriate sets of 
Weyl-Heisenberg coherent states, based on certain (non-Gaussian) fiducial vectors, and (ti) 
analogous families of affine coherent states. It is believed, that such "quasiorthogonal 
expansions" will be a useful tool in many areas of theoretical physics and applied mathematics. 

I. INTRODUCTION 

A classical procedure of applied mathematics is to store 
some incoming information, given by a function/(x) (where 
x is a continuous variable, which may be, e.g., the time) as a 
discrete table of numbers (gjl/) =fdxgj(x)/(x) rather 
than in its original (sampled) form. In order to have a math­
ematical framework for all this, we shall assume that the 
possible functions I are elements of a Hilbert space K [we 
take here K = L z(R) ]; the functionsgj are also assumed to 
be elements of this Hilbert space. 

One can, of course, choose the functions gj so that the 
family {gj} (jEJ, J a denumerable set) is an orthonormal 
basis of K. The decomposition of lin to thegj is then quite 
straightforward: one has 

1= I(gjl/)gj , 
j 

where the series converges strongly. The requirement that 
the gj be orthonormal leads, however, to some less desirable 
features. Let us illustrate these by means of two examples. 

Take firstgj(x) =Pj(x) w(x) lIZ, where thepj are or­
thonormal polynomials with respect to the weight function 
w. In this case local changes of the function/will affect the 
whole table of numbers (g) I I) (jEJ), which is a feature we 
would like to avoid. 

An orthonormal basis {g)} (jEJ), which would enable 
us to keep nonlocality under control, is given by our second 
example. We cut R (the set of real numbers, which is the 
range of the continuous variable x) into disjoint intervals of 
equal length, and we construct the gj starting from an ortho­
normal basis for one interval. Schematically. consider h". an 
orthonormal basis of L Z ( [0,0) ), 

.j This work was carried out within the framework of the R. C. P. "Onde­
lettes." 

b) "Bevoegdverklaard Navorser" at the National Foundation for Scientific 
Research, BelgiU111. 

J = {(n,m); n,meZ, the set of integers) , 

{
h" (x - ma), for ma<.x< (m + l)a, 

g",m (x) = 0, otherwise. 

If now the functionl undergoes a local change, confined to 
the interval [ka,la] , only the numbers (g",m II) with 
k<.m<.l- 1 will be affected, reflecting the locality of the 
change. This choice for the g, also has, however, its draw­
backs: some of the functions gj are likely to be discontinuous 
at the edges of the intervals, thereby introducing discontinui­
ties in the analysis off, which need not have been present inl 
itself. This is particularly noticeable if one takes the follow­
ing natural choice for the h,,: 

h" (x) = a- J/ ze121T%/Q • 

In this case even very smooth functions I will give values 
g",m (j) significantly different from zero for rather high val­
ues of n, reflecting high-frequency components artificially 
introduced by the cutting of R into intervals. 

We shall now see how these undesirable features can be 
avoided by taking radically different options for the choice of 
theg,. In particular, we shall not restrict ourselves to ortho­
normal bases. Let us start by asking which properties we 
want to require for the gj. 

The storage of the function I in the form of a discrete 
table of numbers (g) I I) (jEJ) only makes sense if one is 
certain that I is completely characterized by the numbers 
(g, I I) (jEJ). In other words, we want 

(gjl/) = (gJ Ih), for all j in J, 

to imply 1= h, which is equivalent to saying that the vectors 
{gj} (jEJ) span a dense set, i.e., that the orthonormal com­
plement {g);jEJ} = {O}. This will be our first requirement. 

In all the cases we shall discuss, the set {gJ} (jEJ) is 
such that the map 

T: 1--( (g) I I) jeJ 

defines a bounded operator from K to IZ(J), the Hilbert 
space of all square integrable sequences labeled by J. In other 
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words, 1 is countable, and there exists a positive number B 
such that for allfin 7t' one has 

II(gjlf)1 2,B IIfW· 
}6J 

This can also be stated in the following, equivalent, form: If 
Igj ) (gj I is defined as the operator associating to every vector 
h in 7t' the vector (gj I h ) gj' then 

Ilgj ) (gj I e36' (7t') 
}6J 

(the set of all bounded operators in 7t'), with 

IIIlg) (gjlll<B. 
}6J 

In order to reconstructf from the discrete table ( (gj I f) )}6J' 
one needs to invert the map T 

T: f-( (gj I f) )}6J 

from 7t'to [2 = /2(/). 

In general the image T7t'is not all of /2, but only a 
subspace of /2; one can see this, for instance, ifthegj consti­
tute what is often called, in the physics literature, an "over­
complete" set, i.e., if eachgj is in the closed linear span of the 
remaining ones: {gk; keJ, k =l=j}. Strictly speaking, there is 
then no inverse map T - I. This is, of course, no real diffi­
culty: One can define a map T from /2(/) to 7t', which is zero 
on the orthogonal complement of T7t' and which inverts T 
when restricted to T7t'. 

If the spectrum of the positive operator :I}6J Igj ) (gj I 
reaches down to zero, this inverse is an unbounded operator, 
and the recovery off from ( (gj I f) )}6J becomes an ill-posed 
problem. This is avoided if we require the spectrum of 
:I}6J Igj ) (gj I to be bounded away from zero, i.e., ifwe impose 
that there exist positive constants A,B such that 

Al,Ilgj) (gjl,Bl. 
}6J 

(Here 1 is the identity operator in 7t'. The inequality sign , 
between two operators L and T means that their difference 
T - L is positive definite.) Equivalently, for allfin 7t', we 
require 

A 11f1l 2 ,II(gjlfW<B 11f1l2. (Ll) 
}6J 

This is the second condition we impose on the set {gj} (jeJ). 
The only new condition is the lower bound. 

A set of vectors {gj} (jeJ) in a Hilbert space 7t', satisfy­
ing condition (Ll) with A,B>O, is called aframe} Note 
that in general the vectors {gj}}6J will not be a basis in the 
technical sense, even though their closed linear span is all of 
7t'. This is so because the vectorsgj need not be "ro indepen­
dent," even though they will usually be linearly independent. 
That is, a vector gj usually cannot be written as a finite linear 
combination of vectors g, (withl =1= j) but it may well belong 
to the closed linear span of the infinitely many remaining 
members of the family. Frames were introduced in the con­
text of nonharmonic Fourier series, where the functions gj 
are exponentials. I

,2 As far as we know, this is the onl~ con­
text in which frames have been put to use. One of the alms of 
the present paper is to provide examples of frames in other 
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contexts. Notice that the results on frames in connection 
with nonharmonic Fourier series can be rewritten as esti­
mates for entire functions in the Paley-Wiener spacel ,2; one 
of the results we shall derive here can be rewritten as an 
analogous estimate for entire functions of growth less than 
(2,!) (see Ref. 3). 

Notice that, even for functions gj satisfying the condi­
tion (1.1), the effective inversion of the map 
T: f-( (gj If»j may be a complicated matter..:.., The condi­
tion ( 1.1) on the gj ensures that the operator is T is bounded 
( II T II <A -1/2) but does not provide a way of calculating it. 
We are still left with a problem where we have to invert large 
matrices, although some convergence questions are under 
control. Assuming for a moment that T is given, we may 
define the family ek = Tdk , where the dk (keJ) form the 
natural orthonormal basis of /2(/). For C = (cj )}6Jel 2, the 
image Tc is then given by 

Tc= Icjej , 
j 

where the series converges strongly, by the boundedness of 
T. This then implies, for allfin 7t', 

f= I(gjlf)ej , (1.2) 
j 

again with strong convergence of the series. While (1.2) 
looks identical to the familiar expansion of f into biortho­
gonal bases, it really is very different because the (gj ) }6J need 
not be a basis at all, technically speaking. 

There exists, however, a particular class of frames for 
which these computational problems do not arise. These are 
the frames for which the ratio B / A reaches its "optimal" 
value, B /A = 1. One has then, for allfin 7t', 

II(gjlfW =A 11f1l2 
}6J 

or, equivalently, 

Ilgj) (gjl =Al. 
}6J 

(1.3 ) 

So the map T is now a mUltiple of an isometry from 7t' 
into /2; as such, it is inverted, on its range, by a multiple of its 
adjoint T·. Moreover IT· is a multiple of the orthogonal 
projection operator on the range T, which can be thus easily 
characterized. 

It is evident that (1.3) is satisfied whenever the gj con­
stitute an gj constitute an orthonormal basis (with A = 1 
then). We shall see that there are other, more interesting 
examples offrames satisfying (1.3), in which the vectors gj 
are not mutually orthogonal, and where the set {gj} (jeJ) is 
"overcomplete" in the sense defined above. We shall say that 
a frame is tight ifit satisfies condition (1.3) or, equivalently, 
if the inequalities in (1.1) can be tightened into equalities. 
The inversion formula allowing one to recover the vector f 
from «gj I f) )}6J is particularly simple for tight frames. For 
any fin 7t' one has 

f=A -II(gjlf)gj' (1.4) 
}6J 

where the series converges strongly (as in the case of a gen­
eral frame). The expansion (1.4) is thus entirely analogous 
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to an expansion with respect to an orthonormal basis, even 
though the gj need not be orthogonal. We believe that tight 
frames and the associated simple (painless!) quasiortho­
gonal expansions will tum out to be very useful in various 
questions of signal analysis, and in other domains of applied 
mathematics. Closely related expansions have already been 
used in the analysis of seismic signals.4 

The vectors gj constituting a tight frame need not be 
normalized. On the other hand, an orthogonal basis consist­
ing of vectors of different norm, does not constitute a tight 
frame. 

In real life, of course, one will have to deal with finite 
sets ofvectorsgj , i.e., one will have to truncate the infinite set 
J to a finite subset. The reconstruction problem then be­
comes ill-posed, and extra conditions, using a priori informa­
tion on/. will be needed to stabilize the reconstruction proce­
dure.s We shall not address this question here. 

In this paper, we shall discuss two classes of examples of 
sets {gj} (jEJ). In both cases, this discrete set of vectors is 
obtained as a discrete subset of a continuous family which 
forms an orbit of a unitary representation of a particular 
group. Schematically, such families can be described as fol­
lows. Consider the following.6 

(i) U(·) is an irreducible unitary representation, on K, 
of a locally compact group Y. 

(ii) d", ( .) is the left-invariant measure on Y. 
(iii) Let g be an admissible vector in K for U (see Ref. 

6), i.e., a nonzero vector such that 

cg = IIgll-2f d",(y) I (g,U(y)gW < 00, (1.5) 

the integral being taken over Y. 
(Notice that there are many irreducible unitary repre­

sentations for which no admissible vectors exist. However, if 
there is one admissible vector, there is a dense set of them, 
and we call the representation square integrable.6

) 

(iv) Then 

f d",(y)U(Y)lg) (glU(Y)· =cgl, (1.6) 

where the integral is to be understood in the weak sense. If 
the group Y is unimodular [i.e., if d", ( .) is both left and 
right invariant], the existence of one admissible vector in K 
implies that all vectors in K are admissible; moreover, one 
has in this case that cg = cIIgll 2 for some C independent of g 
[see Ref. 6(b)]. 

(v) In order to obtain possible sets {gj} (jEJ) we choose 
( 1) an admissible vector g in K and (2) a "lattice" of dis­
crete values for the group element y: {Yj; jEJ}. 

The vectors gj are then defined as 

gj = U(Yj)g. 

By imposing appropriate restrictions on g and on J, we 
shall obtain families {gj} that are frames-or tight frames­
inK. 

With this procedure it is possible to adjust the "spacing" 
of the "lattice" {Yj; jEJ} according to the desired degree of 
"oversampling." In the two cases that we shall consider, this 
flexibility can be exploited at little computational cost, since 
the action of U(y) on g is very simple and the new gj-
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obtained after an adjustment of the "lattice" -can be easily 
and quickly calculated. 

In this paper, we shall discuss sets {gj} (jEJ) construct­
ed along the lines described above for two different groups; 
the Weyl-Heisenberg group, and the affine or ax + b group. 

In Sec. II we treat the Weyl-Heisenberg case. We start, 
in Sec. II A, by giving a short review of the definition and 
main properties of this group and of the associated "over­
complete" set, generally called the set of coherent states. A 
particular discrete set of coherent states is associated to the 
so-called von Neumann lattice and to a particular choice of 
g; it has been discussed and used many times (see, e.g., Refs. 
7 and 8). It is well known that the set of coherent states 
associated to the von Neumann lattice is complete, i.e., that 
its linear span is dense in K (see Refs. 8-10). It thus meets 
the first of the two requirements listed above. We show in 
Sec. II B that the second requirement is not met: the coher­
ent states associated to the von Neumann lattice do not con­
stitute a frame. In Sec. II C we shall see that a similar lattice, 
with density twice as high, does lead to a frame. In II D we 
concentrate on analogous families of states based on func­
tion g with compact support, as opposed to the most com­
monly discussed canonical coherent states, where g is a 
Gaussian. We derive sufficient conditions ensuring that the 
gj = U(Yj)g constitute a frame. In Sec. II E we show how g 
can be chosen in such a way that the frame generated is tight. 
In Sec. II F we analyze this situation and describe in more 
detail the necessary and sufficient conditions that g has to 
satisfy in order to generate a tight frame. 

In Sec. III we discuss the ax + b group. Again we start, 
in Sec. III A, with a short review of definitions and proper­
ties, including the so-called affine coherent states. The affine 
coherent states were first defined in Ref. 11; detailed studies 
of them can be found, e.g., in Refs. 4 and 12; for applications 
of these states to signal analysis, see Ref. 4. In Sec. III B we 
discuss discrete "lattices" of affine coherent states based on 
"band-limited" functions g, i.e., on functions such that the 
Fourier transform of g has compact support. We derive suffi­
cient conditions for these discrete sets to be frames. In Sec. 
III C we show how certain specific choices of g lead to tight 
frames; in Sec. III D we again analyze the construction, and 
derive necessary and sufficient conditions on g, ensuring that 
certain frames will be tight. 

As can be readily seen from Sec. II E and Sec. III C, the 
construction of tight frames associated with the Weyl-Hei­
senberg group is essentially the same as that of tight frames 
associated with the ax + b group. Tight frames associated 
with the ax + b group were first introduced 13 in a different 
context closer to pure mathematics. In Ref. 13 (b) one can 
find a definition of "quasiorthogonal families" very close to 
our tight frames, and a short discussion of the similarities 
between a "quasiorthogonal family" and an orthonormal ba­
sis. For the many miraculous properties of this orthonormal 
basis, see Ref. 14. 

Finally, let us note that while we have restricted our 
discussion to K = L 2 (R) , it is possible to extend the discus­
sion to L 2(R"), as well for the Weyl-Heisenberg group as 
for the ax + b group. In the latter case the unitary represen­
tation U(·) underlying the construction of frames, is no 
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longer irreducible. A more detailed analysis shows, how­
ever, that the essential feature is cyclicity of the representa­
tion rather than its irreducibility. IS 

II. THE WEYL-HEISENBERG CASE 

A. Review of definitions and basic properties 

The Weyl-Heisenberg group is the set TXRXR 
(where T is the set of complex numbers of modulus 1), with 
the group multiplication law 

(z,q,p)(z',q',p') = (ei(pq' -p'q)/2zz',q + q',p + p') . 

We shall here be concerned with the irreducible unitary 
representation of this group acting in the Hilbert space 
71" = L 2(R,dx), and given by 

(W(z,q,p )f)(x) = ze - ipql2eiPJCf(x - q) . 

The Weyloperators W(q,p) are defined as 

W(q,p) = W(1,q,p); 

they satisfy the relations 

W(q,p) W(q',p') = exp[i(pq' - p'q)/2J W(q + q',p + p'), 

an exponentiated form of the Heisenberg commutation rela­
tions. By a theorem of von Neumann, the above relations 
determine the irreducible family W up to unitary equiv­
alence. A well-known propertyl6 of Weyl operators is the 
following; for allfl,J;,g1,g2' in 71" one has 

J f dpdq(fl,W(q,p)gl) (W(q,P)g2,J;) 

= 21T(fdf2) (g2Igl)' (2.1) 

Comparing this with (1.5) and (1.6), one sees that all ele­
ments of 71" are admissible and that cg = 21TligIi2. These two 
features are a consequence of the unimodularity of the 
Weyl-Heisenberg group. 

The family of canonical coherent states is defined as a 
particular orbit under this set of unitary operators. The ca­
nonical coherent states can be defined as the family of vec­
tors W(q,p)O, where 0 is the ground state ofthe harmonic 
oscillator: 

O(x) = 1T- 1/4 exp( - x2/2) . 

One readily sees that this is equivalent to the customary de­
finition of a canonical coherent state as the function 

1T-1/4e-ipqI2elpx exp( - (x - q)2/2). 

We shall often work with orbits ofWeyl operators other 
than the canonical coherent states. We therefore introduce 
the notation 

Iq,p;g) = W(q,p)g, (2.2) 

where g is any nonzero element of 71". The canonical coher­
ent states are thus lP,q;O). As a consequence of (2.1), one 
has 
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B. The von Neumann lattice and Zak transform 

Take a,b > O. For any integer m,n, consider 

Ima,nb;O) = W(ma,nb)O. (2.3) 

It is known8-IO that the linear span of the set {Ima,nb; 
0); m,n in Z} is dense in 71" if and only if ab<.21T. At the 
critical density ab = 21T, this set of points {(ma,nb)} in 
phase space is called a von Neumann lattice.7 In quantum 
mechanics, the associated set of canonical coherent states 
has a nice physical interpretation. It corresponds to choos­
ing exactly one state per "semiclassical Gibbs cell," i.e., per 
cell of area h (Planck's constant). 

Notice that the discrete set of Weyl operators 
{W(ma,n21Tla); m,neZ} is Abelian. This feature is exploit­
ed in the construction of the kq transform, or Zak trans­
form, 17 which will tum out to be useful in what follows. 

Denote by 0 the semiopen rectangle 0 = [ -1Tla, 
1Tla) X [ - aI2,aI2). 

The Zak transform is a unitary map from L 2 (R) onto 
L 2([ - 1Tla,1Tla) X [ - aI2,aI2») = L 2(0) and is defined 
as follows. For a functionfin C;: (R) (infinitely differentia­
ble functions with compact support), one defines its Zak 
transform Ufby 

(Uf)(k,q) = (~)I/2L eikay(q -10), 
21T I 

(2.4) 

where, for any q, only a finite number of terms in the sum 
contribute, due to the compactness of the support off The 
map U, defined by (2.4), is isometric from C;: (R) CL 2(R) 
to L 2 (0); there exists therefore an extension, which we shall 
also denote by U, to all ofL 2(R). It turnsoutthat this exten­
sion maps L 2(R) onto all of L 2(0); this is the Zak trans­
form. 

We ask now whether the family (2.3) constitutes a 
frame, i.e., whether the spectrum of the positive operator 

P = L Llma,n21Tla;O) (ma,n21Tla;OI 
m n 

is bounded away from zero. We shall see that the answer to 
this question is straightforward for the unitarily equivalent 
operator UPU -I. The same technique was used in Ref. 
lO(a) to investigate the question whether the linear span of 
(2.3) and of similar families is dense. 

An easy calculation leads to 

[UW(ma,n21Tla)fJ (k,q) = e - ikmoeiQn21Tlo( Uf) (k,q) . 

(2.5) 

Hence, forf L 2(0), we have 

(J,UPU-1j) 

= L LIJ ( dk dq eikmoeiQn21Tlo( Un) (k,q)f(k,q) 12 
m n Jo 

= J dk J dq IUn (k,q)f(k,qW , 

where we have used the basic unitary property of Fourier 
series expansions. This shows that the operator Pis unitarily 
equivalent to multiplication by IUn(k,q) 12 in L 2(0). The 
spectrum of Pis therefore exactly the numerical range of the 
function 1 Un(k,q) 12. The function UO is given by 
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UO(k,q) = [01T-3/2/2P/2~ exp[ikla - (q -la)2/2] 

= [a17'-3/2/2P/2 exp( - ~/2) 

x83(a(k - iq)/2, exp( - a2/2»), 

where 83 is one of Jacobi's theta functions l8 

03(Z,U) = 1 + 2L uP cos(21z) . 
I 

The zeros of UO are therefore completely determined by 
the zeros of °3; one finds that the function UO has zeros at 
the comer of the semiopen rectangle [-17'/a,17'/a) 
X [ - a/2,a/2), and nowhere else. (The fact that UOiszero 
at the comer can also be seen easily from its series expan­
sion.) This is enough, however, to ensure that the spectrum 
of the multiplication operator by I UO(k,q) 12, and therefore 
also of P, contains zero. Therefore the family (2.3) associat­
ed to the von Neumann lattice is not a frame. 

C. A frame of canonical coherent states 

Since the family (2.3) with ab = 217' is not a frame, it is 
clear that we have to look at lattices with higher density, i.e., 
withab < 217'. [If ab > 217', the linear span of the vectors (2.3) 
is not even dense.] The construction above, which uses the 
Zak transform, will not work for arbitrary a and b; if b 
=1= 217'/a, thenEq. (2.5) will no longer be true in general. This 
is due to the fact that in general the operators W(ma,nb) do 
not mutually commute. It is, however, possible to use again 
the same construction in the case where the density is an 
integral multiple of the density for the von Neumann lattice. 
For the sake of definiteness, we shall consider the case where 
ab = 17'. 

We now have to study the operator 

P= L Lima, n17' ;0) (ma, n17' ;01. 
m n a a 

For n = 2/, it is clear from (2.3) that 

Im,2/; a,17'/a) = W(ma,1217'/a) 0 = Ima,217'1/a;0) . 

On the other hand, 

Im,21 + 1; a,17'/a) = eimab14 W(ma,217'1 fa) W(O,17'/a) 0 

= eimab 141 ma,217'1 fa; W(O,17'/a)0). 

Hence 

P = ~~Ima, 2;n ;o)(ma, 2;n ;01 

+ ~~Ima, 2;n ; W(o, ;)0) 

x(ma,2;n ;w(o,;)ol. 
Using (2.5) again, we then see that 

(J,UPU-1f) = f dk f dqlf(k,q>j2(IUO(k,q) 12 

+ I [UW(O,17'/a)0](k,q) 12), 

where U is again the Zak transform as defined above, in Sec. 
II B. A calculation of UW(O,17'/a)0 gives 
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[UW(O,17'/a)0] (k,q) 

= 2- 1/ 217'-3/4al/2eirrqla exp( - ~/2) 

X83[ (ak - aiq - 17')/2, exp( - a2/2)] , 

hence 

I UO(k,qI2 + I [UW(O,17'/a)0] (k,q) 12 

= 2- 117'-3/2exp( _ q2)a 

X{183[a(k - iq)/2, exp( - a2/1) W 
+ 03[ (ak - iqa - 17')/2, exp( - a2/2)] 12}. 

This function is continuous and has no zeros, since 
the zeros of 83[u,exp( -a2/2)] occur only at 
u = 1T(m +! + ia2 (n + !». There exist therefore A,B>O 
such that 

A< 1U0(k,q) 12 + I [UW(O,17'/a)0](k,q) 12<B; 

this implies that the set of canonical coherent states 
{lma,n17'/a; O)} (m,neZ) is a frame, with 

A<~~lma,n: ;0) (ma,"; ;ol<B. 
A numerical estimate of A and B gives, in the case a = 2, 

A;;d.60, 

B<2.43. 

Remark: The above analysis also works if the density of 
the chosen lattice is another, higher multiple of the critical 
von Neumann density, i.e., for ab = 217'/n, where 
n = 3,4, .... The ratio B / A ofthe upper and lower bound of 
the frame is clearly a decreasing function of n. 

O. lattices with analyzing wavelets of compact support 

We shall now consider families ofthe type Ina,mb;h), 
where h (x) is a function of compact support. 

As an example, consider first the case where h (x) is the 
characteristic function of an interval [ - L /2,L /2], i.e., 
h (x) = 1 if x belongs to this interval, and is zero otherwise. 
It is then easy to see that, with the choice a = L and b = 217'L 
(hence again ab = 217'), the family {Ima,nb;h)} (m,neZ) 
consisting of the functions exp[217'inx/L]h(x) is an ortho­
normal basis of L 2 (R) and therefore certainly a frame. 

For reasons explained in the Introduction, however, we 
prefer to work with smoother functions h. We shall see that 
under fairly general conditions, a lattice based on continuous 
functions of compact support also gives rise to a frame. The 
price to be paid is a higher density of the lattice; furthermore, 
the frame will not be tight in general. 

Theorem 1: Let h (x) be a continuous function on R, 
with support in the interval [ - L /2,L /2]. Assume that 
hex) is bounded away from zero in a subinterval [ -ILL / 
2./-LL/2] (O<IL<1): 

Ih(x) I>k, iflxl <ILL /2 (IL < 1) . 

Define now a lattice in phase space by taking a = ILL 
and b = 217'/ L (hence ab = 217'1L, but the "oversampling pa­
rameter" IL -I need not be an integer, contrary to Sec. II C). 
Consider the set of states 

{Ima,nb;h)} (m,neZ); 
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then this set is a frame, with 

A>L inf1x1<I'Llllh(x) 12>k 

and 

B <LSUPxeR [~lh(X + mft) 12] 

<L(1 + 2[ft-l] )(llh 1100 )2, 

where [ft - I] is the largest integer not exceeding ft - I. 
Proof: For typographical convenience, write 

11 = [ - L 12,L 12]. Let/be any element of L 2(R). Then 

(ma,nb;h II) =e- im1ll'1T i dxh(x) 

Xe-2i1TnxILI(x + mftL) . 

Hence, by considering the above integral as L 1/2 times the 
nth Fourier coefficient of the function h (x )/(x + mftL) de­
fined on the interval 11, 

LI(ma,nb;hI/W=L f dxlh(x)121/(x+ftmL)12 
n J~ 

>k2L f dxl/(x +ftmLW. 
JI'~ 

This implies 

On the other hand, we clearly have 

LLI(ma,nb;h I/W 
m n 

with 

= L f dX(Llh(x + mftLW) I/(x) 12 
J~ m 

b = supxeR [~lh(X + mftL) 12] 

«2[ft- l ] + l)(lIh 1100)2, 

and so our assertions are proved. 

E. Tight frames with analyzing wavelets of compact 
support 

We keep the assumptions and notations of Sec. II D. 
The arguments of that subsection show that 

~ I (mftL, 2~n ;h II) 12 

1276 

=L i dxlh(x)1 21/(x+ftmL )1 2 

=L J dxlh(x -ftmLWI/(xW· 
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Consequently we have 

~ ~I (mftL, 2~n ;h )i12 

= L f dxl/(x) 12[ ~Ih(x + ftmLW] , 

and we obtain the following result. 
Theorem 2: Let h (x) be continuous on R, with support 

in [- L 12,L 12], and bounded away from zero on 
[ - ftL 12,/1'£ 12], where ° <ft < I. Assume furthermore 
that the function.Im Ih(x + ftmL) 12 is a constant, i.e., inde­
pendentofx. Then the family {lmftL,21TnIL;h )} (m,neZ) is 
a tight frame. 

Remark: By the assumptions on h, the sum 
.Im Ih(x + ftmL) 12 has only finitely many nonzero terms, 
and defines a continuous function of x. 

We shall now give a procedure for constructing func­
tions h that are k times continuously differentiable and sa­
tisfy the condition in Theorem 2: 

Llh(x + mftLW = const. (2.6) 
m 

Here k may be any positive integer or even 00. We start by 
choosing a function g that is 2k times continuously differen­
tiable and such that g(x) = ° for x<O, and g(x) = I for 
x> 1. Assume in addition that g is everywhere increasing. 

For the sake of simplicity, we shall now assume that 
ft>!. We then define h as follows: 

0, for x< -LI2, 
{g[ (xiL + 112)/(1 - ft) ]}1/2, 

for - L /2<x< - L(2ft - 1)/2, 
hex) = I, for -L(2ft -l)/2<x<L(2ft - 1)/2, 

{1-g([xIL - (2ft -1)/2]1(1-ft»))1/2, 

for L(2ft - I )/2<x<L 12, 
0, for x>L 12. 

The function h (x) defined in this way is non-negative, 
with support [- L 12,L 12] , and equal to I on 
[ - (2ft - I)L 12, (2ft - I)L 12]. Sincegis a C 2k function, 
one sees that h is indeed a C k function. The points 
x = ± (2ft - I)L 12, where h becomes constant, have been 
chosen so that their distance to the furthest edge of supp(f) 
is exactly ftL. It is now easy to check that h fulfills the condi­
tion (2.6): for Ixl«2ft - I)LI2, one has 

Llh(x + mftL) 12 = Ih(x) 12 = I ; 
m 

and for x in [(2ft - I)L 12,L 12], one has 

= Ih(x)1 2 + Ih(x-ftLW 

= l-g«(xIL - (2ft - 1)/2)1(l-ft» 

+g«((x -ftL)IL + 1I2)1(1-ft» = I. 

For x outside [ - (2ft - I)L /2,L 12] the result follows 
by simple translation. Hence 

2:lh(x + mftL) 12 = I , 
m 
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which implies 

~ ~ I mJlL, n~1T ; h ) (mJlL, n~1T ; h I = L 1 , 

and we have constructed a tight frame! 
The above construction may be clarified by the follow­

ing easy example. 
Example: We define a function h satisfying the condi­

tion (2.6) as follows: 

hex) = {a, if\xl>1T12, 
cos x, iflxl<1T12. 

HenceL = 1T. WetakeJl =~. Then (see also Fig. 1), withX 
the characteristic function of the interval [ - 1T 12, 1T 12] , one 
has 

~Ih(x + JlmLW = ~ cos2(x + ~1T~(X + ~1T) 
= cos2x + sin2 

X = 1 . 

In this example, the corresponding function g is the 
function 

{

a, 
g(x) = sin2(1TX12) , 

1, 

(a) 

(b) 

(e) 

I 
, 

h2.(x .1T./a "','", . .. . . 
> 

-Tt 

. 
• . .. .. .. 

if x>o, 
if O<x<l, 
if x> 1. 

Tt/2. 

2. • 'I" >i ( .. ): \ I-,l (" -1t/2.) 

o 

I • 
I ... 
I 
I 
Tt/l Itt 

n/2. 

I 
I 

FIG. 1. (a) The function hex) =cosxXI_ .. n ... nJ(x), (b) h2(X) and 
two translated copies, h 2(X + 1T/2) and h 2(X - 1T/2). (c) The sum 
h 2(X - 1T/2) + h 2(X) + h 2(X + 1T/2) is equal to I, for -1T/2<,x<'1T/2. 
Analogously l:f __ N h 2(X + i1T/2) = I, for - N1T/2<.x<.N1T/2, and 
l:JeZ h 2(X + i1Tl2) = 1 , for all x. 
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Remark: In our construction, we have assumed that 
Jl >~. For smaller values of Jl, a similar but more complicated 
construction can be made (see Appendix). 

F. A closer look at condition (2.5) 

Let h be a function continuous on R, vanishing on the set 
R \ [ - L 12,L 12] and nowhere else. The discussion of the 
preceding sections shows that the family of functions 

hm" (x) = e2lmIX1Lh(x + JlmL) (O<Jl< 1 ;n,meZ) 

is a tight frame if and only if (2.6) holds, i.e., one has 

I/(x + na) = const, (2.7) 

" 
with a = JlL and/(x) = Ih(x) 12. 

In this subsection we shall study the class of functions 
that satisfy (2.7); at first, we shall not requirel to be positive 
or to have compact support (as opposed to the assumptions 
on/in the preceding subsections). However, we need to 
impose some assumptions on I in order to ensure that the 
left-hand side of (2.7) is well defined. It will be convenient to 
work with the space CrfJ defined as follows. 

Definition: 

CrfJ = {f R---+C; I is measurable, 

and there exists a C>O and a K> 1, 

such that I/(x)I<C(1 + Ixl) -K}. 

It is clear that, for I in CrfJ, the series ~,./(x + na) is 
absolutely convergent, uniformly on the interval [ - a12, 
aI2]. We shall now derive a necessary and sufficient condi­
tion for elements of CrfJ to satisfy (2.7). Take lin CrfJ. Denote 
by 11 the interval [ - aI2,aI2]. Define, for q in 11, 

F(q) = I/(q + na) . 
" 

Fis bounded, and hence belongs to L 2 (11). We can therefore 
write its Fourier series as 

F(q) = Ic"e21T1"Qla ; 
" 

this series converges in the L 2 sense and also pointwise al­
most everywhere. The coefficients Crt are given by 

Crt = ~ r dq e- 21Ti"QlaI/(q + na) 
a Jll. " 

= ! f dqe- 21T;rtqlal(q) = (21T) 1/2 ! i(2:n) , 

where the interchange of integration and summation isjusti­
fied, since the series converges absolutely. We thus have 

I/(q+na) = (21T)1/2~ Ii(21Tn)e21Tirtqla. (2.8) 
" a" a 

This is Poisson's summation formula; see, e.g., Ref. 19, for a 
derivation ofthis formula for other classes off unctions. It is 
now clear that the conditioni( 21m1 a) = ° for n #0 is neces­
sary and sufficient for F = const. Recapitulating, take I in 
CrfJ. Then ~,./(q + na) is independent of q if and only if, for 
every nonzero integer n, one hasi(21Tnla) = 0. 

This motivates the following definition. 
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Definition: 

fa = {f R-C; jeCC and /(211"nla) = 0, 

for neZ, n #O} . 

The set fa has many interesting properties. We enumerate a 
few of them. 

( 1 ) fa is an ideal under convolution in C, i.e., ifjef a' 
geCC, then/.ge.Fa' 

(2) fa is invariant under translations: ifjef a then, for 
every yeR, the function x-+/(y - x) also belongs to fa. 

(3) Ifjef a' then, for every y > 0, the function x-+/(yx) 
belongs to f ya' 

( 4) If jef a then the integral of/ can be replaced by a 
discrete sum: 

J dx/(x) = a~/(na) = a~/(q + na) (for all q) . 

Proot 
( 1) It is easy to check that for/,geCC , one has / .geCC . 

Since 1f CL I(R), we have (f.g)(k)g(k) for all real k; 
hence (f.g) (211"nla) = 0 if/(2nla) = O. 

The assertions (2) and (3) are trivial. 

(4) J dx/(x) = (211")1/2/(0) 

= a (211") 1/2~ '2)( 211"n) e21rinq/a , 
a n a 

since/(211"nla) = 0 for n#O. Then (2.8) gives 

J dx/(x) = a~/(q + na) . 

Remark: Notice that (2.7) can be given an interpreta­
tion in terms of Zak transform, defined in Sec. II B. To im­
pose condition (2.7) on a function/amounts to requiring 
that its Zak transform (Uf) (k,q), defined on [- 11"la, 
11"la) X [ - a/2,a/2), should be constant along the line 
k=O. 

III. THE AFFINE CASE 

A. Review of definitions and basic properties 

The group of shifts and dilations, or the "ax + b group," 
is the set R·XR (where R· is the set of nonzero real 
numbers) with the group law 

(a,b)(a',b') = (aa',ab' + b) . 

We shall here be concerned with the following represen­
tation of this group on L 2 (R) : 

[U(a,b)f] (x) = lal- 1/2/(x - b)la) . (3.1) 

This representation is irreducible and square integrable, 
so there exists a dense set of admissible vectors. The admissi­
bility condition (1.5) can in this case be rewritten as 

cg = 211" f dplPl-1Ig(PW< 00 , (3.2) 

where g is the Fourier transform of g: 

g(p) = (211")- 1/2f dx e-ipXg(x)dx. 
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The fact that not every element of L 2 (R) is admissible 
with respect to the representation (3.1) stems from the non­
unimodularity of the ax + b group. The left-invariant mea­
sure on the ax + b group is a-2 da db; the right-invariant 
measure is lal- I da db. 

If g is an admissible vector, we define 

la,b;g) = U(a,b)g; 

such families of vectors can be called "affine coherent 
states.,,11.12 The notation just used does not differ from the 
notation (2.2), used for the Weyl-Heisenberg group. How­
ever, it should be clear from the context which family is used 
at anyone time. The general expression (1.4) in the Intro­
duction can then be written for the ax + b group in the fol­
lowing form: 

J a-2 da db la,b;g) (a,b;gl = cg 1 , 

where cg is defined by (3.2). 

B. Frames of affine coherent states, based on band· 
limited analyzing wavelets 

The families that we shall consider are defined as 

where 

an = exp(an), bmn =/3man , 

for some positive numbers a, /3. We shall now derive restric­
tions on these numbers under which this discrete family is a 
frame. 

The function g is supposed to be band limited, i.e., it is 
square integrable and its Fourier transform has compact 
support. We shall also assume that the support of g contains 
only strictly positive frequencies, i.e., is contained in an in­
terval [l,L], with 0 < I < L < 00. This will enable us to decou­
ple positive and negative frequencies in our calculations, 
which will turn out to be very convenient. Note that the 
requirement I> 0 automatically guarantees thatg is admissi­
ble [since the condition (3.2) is trivially satisfied] . 

Let/be any element of L 2(R). We want to show that, 
under certain conditions on a,f3,g to be derived here, we 
have 

m n 

with A >0, B < 00. 

An easy calculation leads to 

LI(an+ ,bmn;gl/W 
m 

If we impose on /3 the condition 

/3 = 211"I(L -I) , 

this simplifies to 
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~1(an+,bnm;glf)12= a:+f dWlg(WW'i(~ )1
2 

= f dwlg(an+w)12. (3.3) 

Define now 

F +(s) =f(e') , 

G(s) = g(e') . 

Sincean+ = exp(an) >0 for all neZ, and since suppgCR+ 
we can make the substitution t = e'in the integral (3.3) and 
write 

L LI(an+ ,bmn;glf) 12 
n m 

Since supp G = [log 1,log L] is compact, only a finite 
number ofterms contribute in the sum ~n IG(s + an) 12 for 
any s. If we define now 

A = infJER [~IG(S + an) 12] , 

B = SUP.oeR [~IG(s + anW ] , 

then clearly 

A L'" dwli(wW 

<~ ~I(an+ ,bmn;glfW<B L'" dwli(w)1 2, 

where we have used 

f dse'IF+(sW = L'" dwli(wW· 

(3.5) 

A similar calculation can be made for vectors involving an- • 

Introducing F _ (s) = i( - e'), one finds 

L LI (an- ,bmn;glf) 12 
n m 

= f dS[~IG(s+an)12]e'IF_(s)j2, 
hence 

A [00 dwli(w)1 2 

<~~I(a,.-,bmn;glfW<B [00 dwli(w)1 2. 

Combining this with (3.5) we find thus 

n m 

If we can derive conditions on a,p,g, ensuring that 
A >O,B < 00, then (3.6) implies that under these conditions 
the set {Ia±,bmn;g); m,neZ)} is a frame. Since suppg 
= [log I, log L] , it is clear that A is zero unless a 
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<log(L II). Ifweassumethatg(w) is a continuous function 
without zeros in the interior of its support, then this condi­
tion is also sufficient to ensure that A > o. Indeed, we then 
have 

A>inf{IG(s) 12; log I + (log (L II) - a)/2 

<s<log L (log - (L II) - a)/2} . 

As for B, it is not hard to show that 

B<{2[a- 1 10g(L II)] + GlIglI!. < 00 , 

where again we have used the notation [,u] for the largest 
integer not exceeding,u. 

We have thus derived a set of sufficient conditions en­
suring that our construction leads to a frame. The theorem 
below brings all these conditions together, rewritten in a 
slightly different form, and states our main conclusion. 

Theorem: Let g: R-C satisfy the following conditions: 
(i) g has compact support [l,k/], with I>O,k> 1; and (ti) 
Igl is a continuous function, without zeros in the open inter­
val (l,kl). Take a E (O,k). Define, for m,neZ, 

an+ = ± an, 

bmn = 217"/[ (k - 1)1 ]m an . 

Then the set {Ian±, bmn;g); m,neZ} is a frame, i.e., 

n m 

+ I an- ,bmn;g) (an- ,bmn;gI}<Bl . 

The lower and upper bounds A and B are given by 

n 

>inf{lg(wW; we[/(kla)1/2,/(ka)1I2]) , 

B = sUPweRLlg(anwW 
n 

<{2[log(k la)] + GlIglI!. . 

Remarks: (1) The same conclusions can be drawn un­
der slightly less restrictive conditions on g. Strictly speaking 
we only need IIgll 00 < 00 and infwe.1 Ig( w) I > 0 for any closed 
interval/l contained in (/,kl); both these conditions are of 
course satisfied if g is continuous and has no zeros in (l,kl). 

(2) As the calculations preceding the above theorem 
show, the positive and negative frequencies decouple neatly. 
It is therefore possible to choose a different function g _ (and 
accordingly, also a different lattice an ,bmn ) for the negative 
frequency domain than for the positive frequency domain. 

We have thus constructed a frame, based on a band­
limited function g, under fairly general conditions on g. In 
general, the ratio B I A, comparing the upper with the lower 
bound, will be larger than 1. Again, however, as in the Weyl­
Heisenberg case, it is possible to choose g in such a way that 
the frame becomes tight, i.e., B IA = 1; such tight frames 
have been used previously by one of us (Y. M.) in Ref. 
13(a); they were also used in Ref. 13(b). The construction 
of such a frame follows more or less the same lines as in the 
Weyl-Heisenberg case (see Sec. II E); we shall show in the 
next subsection how the construction works in the present 
case. 
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c. Tight frames based on band-limited functions 

We shall stick to the same construction as in the preced­
ing subsection, and try to find a function g such that the 
frame based on g is quasiorthogonal. 

Going back to (3.4), it is clear that the frame will be 
quasiorthogonal if and only if 

IIG(s + an) 12 = const , (3.7) 
It 

where G(s)=g(e'), and a=log(a) with a<k, 
supp g = [I,kl] (I> 0, k> 1). 

This condition (3.7) is exactly the same as the condition 
(2.6) in the Weyl-Heisenberg case; the analog of L is here 
log(kl) -log(l) = log(k), while the role ofp, is played by 
a/log k = log(a)/log(k) < 1. The only difference is thatthe 
function G need not be centered around zero, as was sup­
posed in Sec. II E. 

We can therefore copy the construction made in Sec. 
II E to define a suitable G, hence a suitableg. Explicitly, and 
directly in terms of g rather than in terms of G, this gives 

0, for w<l, 
[q(log(wll)/log(k la»)] 112, 

for l<w<lk la, 

g(w) = 1, for Ik la<w<al 
[1 - q(log(wll)/log(k la)jp/2 

for al<w<kl, 

0, for w>kl, 

where q is a C 2k function such that 

( {
O, for x<O, 

q x) = 
1, for x>l, 

a strictly increasing between ° and 1. 

(3.8) 

(3.9) 

Notice that we have assumed that a2>k; this is equiva­
lent to the assumption p,>! in Sec. II E. If a2 < k, a similar 
but more complicated construction can be made. 

For g constructed as above, the condition (3.7) is satis­
fied; 

IIG(s+anW= 1, 
It 

which implies that the corresponding frame is tight. We thus 
have proved the following theorem. 

Theorem: Let the function g, with compact support 
[I,kl] (I> 0, k> 1), be constructed according to (3.8), with 
a>k 1/2 whereqisafunction satisfying (3.9). Then the set of 
vectors 

{la",21Tma"/(k - 1)/;g), 

1 - a",21Tma"/(k - 1)/;g); m,neZ} 

(i.e., the set of functions 

lal- lV2g[a - "x + 21Tml(k - 1)/], 

lal- "l2g[ - a - "x + 21TmI(k - 1)/]) 

/:"~>=lal-"/2fdXg[a-"x+ 21Tm ]f(X) 
(k - 1)/ ' 

then 

/(x)=II/:"~>lal-"l2g[a-"x+ 21Tm ] 
m " (k - 1)/ 

+ '" '" f'->la l-"/2g [ -a-"x+ 21Tm ] 
~~ mm (k-l)l ' 

where the sum converges inL 2(R). 
Let us give some specific examples. 
Example 1: We take I = 1, k = 3, a =~. Define 

for w<l, 

{

O' 
g(w) = sin[1Tlog w/log 3], for l<w<3, 

0, for w>3. 
The corresponding g cannot be calculated in closed ana­

lytic form. A graph of Re g, 1m g is given in Fig. 2. The 
corresponding function q is the same as in the example in 
Sec. II E: 

{

O' for x<O, 
q(x) = sin2(1TxI2) , for O<x<l, 

1, for x> 1. 

Example 2: We take 1= 1, k = 4, a = 2. Define 

0, for w<l, 
2v1[1og w/log 2]2, 

g(w) = [1 - 8( 1 -log w/log 2)4] 112, 

2v1(2 - (log w/log 2) ]2, 

for l<w<v1, 

for v1<w<2v1, 

for 2v1<w<4, 
0, 

The corresponding function q is 

{

O' 
8x4

, 

q(x) = 1 _ 8( 1 _ X)4, 

1, 

for w>4. 

for x<O, 

for O<x<!, 

for !<x<l, 
for x>1. 

Graphs of Re g, 1m g are given in Fig. 3. 
Because of the correspondence, noted above, between 

tight frames for the ax + b group and the Weyl-Heisenberg 
group, all the examples given in the Appendix for the Weyl­
Heisenberg group can easily be transposed to the present 
case. 

D. A closer look at the necessary and sufficient 
condition 

The necessary and sufficient condition that a band-li­
mited function g, concentrated on positive frequencies, has 
to satisfy in order to generate a tight frame, is given by (3.7). 
This can be rewritten as 

is a quasiorthogonal frame in L 2(R), with A = B = 1. This I/(a"w) = const, 
means the following: If/is any function in L 2(R) and if we " 

(3.10) 

define coefficients/~;;= > (m,neZ) by where/(w) = Ig(w) 12. 
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FIG. 2. (a) The function g(w) = sine 'IT log w/log 3 )XI •. 31(w). (b) Real 
and imaginary parts of the inverse Fourier transform g of g. 

In this subsection we shall study the class offunctionsf 
R+_C, satisfying (3.10); for the purpose of this subsection 
only, we shall not requirel to be positive or to have compact 
support. This study will be completely analogous to our 
study in Sec. II F of the functions satisfying condition (2.7); 
since the arguments run along exactly the same lines, we 
shall not go into as much detail here. The main difference is 
that we shall work with the Mellin transform ofl rather than 
with its Fourier transform; this, of course, is due to the dif­
ference between (3.10), where the constant enters multipli­
catively, and (2.7) where it enters additively. 

The Mellin transform F off R+ -C is defined by 

F(s) = Loo uf-1j(w)dw; 

the inversion formula is 

I(w) =~fdst -SF(s), 
2m 

where the integral is taken from c - i 00 to c + i 00 and where 
c>O has to be chosen so that the integral converges. 
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FIG. 3. (a) Thefunctiong(w) defined in example 2 of Sec. III D. (b) Real 
and imaginary parts of the inverse Fourier transform g or g. 

For the sake of convenience we shall restrict ourselves to 
functions je'if -, where 'if - is defined below. 

Definition: 

'if- = {f R+-C; I is measurable 

and there exists C> 0 and k> 1 

such that If(w)I<C(1 + Ilog wi) -k}. 

For functions je'if - the series ~"/(a"t) is absolutely 
convergent, uniformly on (1,0]; the Mellin transform F ofl 
is well defined for purely imaginary arguments, and the in­
version formula applies, with c = O. 

Notice that if we define g: R-+C by g(x) = I(~), we 
immediately find 

je'if -¢>ge'if 

(where 'if is defined in Sec. II F) and 

F(ik) = (21T)1/2g(k) (keR). 

This enables us to translate the results of Sec. II F to the 
present situation. 
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We have, forJE~-, 

~fi( n) I ~F(21Tin) 21Tin/\oga £,./,a w =--£.. -- w , 
n log a n log a 

which leads to the following theorem. 
Theorem: TakeJE'G' -. Then l:J(anw) is independent of 

w if and only if F(21Tin/log a) = ° for all nonzero integers n. 
This then motivates the following definition. 
Definition: 

f;; = {f R+ -C, and F(21Tin/log a) = 0, 

for nEZ, n :;I:O} . 

The following theorem lists a few properties of f;; . 
Theorem: (I) f;; is an ideal in 'G' - under "Mellin con­

volution," i.e., ifW;; ,gE~ -, then the functionJ * g defined 
M 

by 

l OO du ( t) (f*g)(w) = -1(u)g - , 
M 0 U u 

belongs to f;; . 
(2) f;; is invariant under dilations: ifW;;, then, for 

every u:;l:O, the function w---...J(uw) also belongs to f;;. 
( 3) If JEf a' then the integral of w - ':f( w) can be re­

placed by a discrete sum: 

r"" dw w-':f(w) = 10gaLf(an
) 

Jo n 

= log a Lf( ant), for all t. 
n 

Notice that the "Mellin convolution" defined above is 
exactly the convolution in the sense of Ref. 19, with respect 
to the multiplicative group of nonzero real numbers. It is 
obvious that the Mellin transform of a "Mellin convolution" 
of two functions is given, up to a constant factor, by the 
product of the two Mellin transforms. 
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APPENDIX: MORE EXAMPLES 

We give a few more examples off unctions h supported 
in [ - L /2,£ /2 1 and satisfying the condition 

Ilh(x + nILL) 12 = const. (Al) 
nEZ 

We start by showing how one can extend the construction 
given in Sec. II E, for the case IL>!, to more generallL· 

For 2 - (k+ 1)';;;p<..2 - k, withk>O, one can always define 
IL- = 2klL· Obviously !<"IL- <.. 1. If we replace IL by IL- in the 
construction of Sec. II E, we obtain a function h satisfying 

Ilh(x + n2klLL) 12 = const = e. 
nEZ 

Hence 

Ilh(x + nILL) 12 = 2ke. 
nEZ 
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Functions h constructed in this way thus obviously satisfy 
condition (AI). It is clear from the construction that the 
tight frame {I nILL,m21T / L;h )} generated by h is in this case a 
superposition of the tight frame {I nIL -L,m21T / L;h )} and 
translated copies of this frame. 

There also exist, of course, functions h satisfying (A 1 ) , 
for IL <~, which cannot be reduced to the case !<IL< 1. We 
give here an example of such a function, for the case IL = !­

Let g be again a e 2k function, strictly increasing, such 
that 

{
O, for x<..O, 

g(x) = 1, for x> 1. 

Define then 

0, for x< -L/2, 

h(x) = 

{g[ (6x + 3L )/4L ]}1/2, for - L /2<x<L /6, 

{I +g(1/2) -g[(6x+L)/4L 1 
- g[ (6x - L)/4L lp12, 

for L /6<x<L /2, 
0, for x>L /2. 

Obviously h has support [ - L /2,L /2]. One can check that 
h is a e k function satisfying 

~ 1 h (x + n~ ) 12 = 1 + g( ~ ) . 
This example can also be adapted to cover the case ~>IL>! 
(instead of only IL = !). 

Finally, note that another class of examples, for the spe­
cial caseslL = 1I2(k + 1), with k a positive integer, can be 
constructed with the help of spline functions. Choose a knot 
sequence t = (tj) jEZ with equidistant knots, 
tj + I - tj = d> ° for all j. Let Bj,2k + 2,t be the jth B-spline of 
order 2k + 2 for the knot sequence t. (For the definition of 
B-splines, see, e.g., Ref. 20.) Then the BJ,2k + 2,t are all trans­
lated copies of BO,2k + 2,t : 

Bj (x) = Bo (x - jd) . 

The Bj are (positive) e2k functions, with support 
[tl't}+2(k+ll] = [tj,tj +2(k+ l)d]. They have, more­
over, the property that 

IBj (x) = 1, for all x 
jEZ 

(only a finite number of terms contribute for any x). It is 
now easy to check that the function h, defined by 

h(x) = {BO,k,t [to + (k + 1 )d(2x + L)/L ]}1/2, 

is a e k function with support [ - L /2,L /2 l, satisfying con­
dition (AI) withlL = 1I2(k + 1). 
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The motion of a physical system acted upon by external torqueless forces causes the relativistic 
Thomas precession of the system's spin vector, relative to an inertial frame. A time-dependent 
force that returns the system to its initial velocity is considered. The precession accumulates to 
become a finite rotation of the final spin vector, relative to its initial value. This rotation is 
commonly explained as the Wigner rotation due to the sequence of pure boosts caused by the 
force. An alternative interpretation is presented here: The rotation is due to the change of the spin 
vector as it is parallel-transported around the closed trajectory described by the system in 
hyperbolic three-velocity space. As an application, the angle of precession for a planar motion is 
shown to be equal to the area enclosed by the trajectory in velocity space. 

I. INTRODUCTION 

Consider a physical system moving through Minkow­
skian space-time. Let this system be acted upon by external 
torqueless forces, that is, forces that give rise to no torques 
about the instantaneous center-of-mass (COM) of the sys­
tem, as measured in its instantaneous rest frame. I

-
3 Let us 

further assume that the time-dependent forces return the 
system to its initial velocity after some finite time,4 and let 
this velocity vanish in tJ, an initial rest frame of the system. 

The Pauli-Lubanski spin vector Sp is defined to be 
(O,s;) in the system's rest frame, with S; the angular-mo­
mentum three-vector about the COM. In the motion de­
scribed above, S; undergoes a rotation (in tJ) from its initial 
to final value. The continuous precession that results in this 
rotation is known as the Thomas precession. 

The effect of the torqueless forces on Sp' between two 
infinitesimally close instants of proper system time, is to 
multiply it by an infinitesimal-pure-boost matrix. The pro­
duct of these matrices for the entire trajectory corresponds 
to a pure spatial rotation (the Wigner rotation), and this is 
the common explanation of the precession.6 Note that the 
rotation applies also when the initial and final velocities dif­
fer, since we can multiply Sp by a finite pure-boost matrix to 
return to a state of rest in tJ, and then measure the rotation. 

After reviewing the derivation of the precession using 
boosts in Sec. II, we present our alternative interpretation 
for it in Sec. III. A three-dimensional curved velocity space 
Vis defined as the surface vpvP = 1 embedded in Minkow­
skian four-velocity space. We prove that S f n, the projection 
of S to V, is parallel-transported around the closed trajectory 
in V, and that its change thereupon is just the accumulated 
Thomas precession. Finally, in Sec. IV this method is used to 
relate the angle of precession for planar motion, to the area 
enclosed by the physical system's trajectory in V. 

II. INFINITESIMAL BOOSTS 

The motion 7 may be viewed as a succession of instantan­
eous rest frames R(s), where s is proper time. In such a 
frame, the effect of the torqueless forces acting at time s = r 
during an infinitesimal interval ds, is to leave Sj unchanged: 

a) Current address: The Weizmann Institute of Science, Rehovot 76100, Is­
rael. 

!!...Si(S) I =0 inR(r). 
ds S=T 

(1) 

The component So, however, is changed, as we now show. 
Let v p be the four-velocity; sinceSo(s) vanishes in R (s), 

!!... (v PSp) = 0 in any frame, 
ds 

or, if a p is the four-acceleration, 

dSp 
v P-- +aPS =0. 

ds p 

(2) 

(3) 

At s = r and in the frame R( r), v P( r) = (1,0) and a P( r) 
= (O,a i

), so (3) becomes 

d I . -So(s) = -a'Si(r) 
ds S=T 

in R(r), (4) 

the promised change in So. This may be written as 

SoC r + ds) = - Si (r)dvi in R (r), (4') 

where dvi = a; ds is the relative velocity of R (r + ds) with 
respect to R (r). Thus the forces cause Sp to change as fol­
lows from r to r + ds: 

(5) 

This is just the action of an infinitesimal boost of velocity 
( - dvi

) upon Sp (see Ref. 8). The effect ofthe force on Sp 
during its finite duration, as measured in tJ, will thus be an 
infinite product of infinitesimal boosts, which return the sys­
tem to a state of rest in tJ. But such a product is a pure spatial 
rotation (Wigner's rotation). The differential precession 
can be computed by referringSp' at any proper time, to a rest 
frame B (s), obtained from tJ by a pure boost. Let b ~i) (s) be 
the unit vector along the ith spatial axis of B(s) [note that 
B(s) and R (s) differ by a rotation]. The precession is then 
found to be6 

!!... (b ~i) (s)Sp (s») = Eljkfl(j) (s)(b ~k) (s)Sp (s»), (6a) 
ds 

O(i) (s) = Eljkai(S)vk(s) [1/(1 + Vo(s»)]. (6b) 

In these formulas the v p are the components of the four­
velocity in tJ, and the a p are those of the four-acceleration in 
tJ. Here flU) is not a tensor, whereas b ~i) is a tensor in its 
upper index. 
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III. PARALLEL TRANSPORT 

Our alternative interpretation of the precession involves 
three-velocity space. Since we assumed that the forces return 
the system to its initial velocity, it describes a closed trajec­
tory in that space. Each point along this trajectory then rep­
resents one of the instantaneous rest frames [e.g., B(s) or 
R(s) ]. 

Intuitively, the physical picture of the infinitesimal 
boosts between these frames, such that dS;ldsls=T = 0 in 
R ( 7") [Eq. (1)], resembles parallel transport in differential 
geometry. Wenow proceed to make this analogy rigorous. 

We define three-velocity space to be a three-dimensional 
manifold V, rather than a vector space. We want to embed it 
in a Minkowskian four-velocity space, and demand that 
boosts and rotations be isometries of V. Thus it must be the 
maximally symmetric, hyperbolic subspace defined by the 
constraint 

vl'vl' = 1, (7) 

which is the condition satisfied by physical four-velocities. 
The spin vector in Vis obtained from SI' by a standard pro­
jection: for coordinates t i on V, the projected vector is 

S~V)= z: SI" (8) 

When S (V) is parallel-transported along the trajectory, its 
components satisfy (d /ds)S ~V) = 0 in a locally fiat (Carte­
sian) coordinate system, i.e., one where the connection van­
ishes locally. Such a coordinate system is, at a point of proper 
times, 

(9) 
(We will continue to include in equations, where necessary, 
the Minkowski frame in which they hold, which should not 
be confused with the coordinate system on V.) 

We will now prove that (9) are such coordinates. The 
metric on V is 

( 10) 

and working in the Minkowski frame R(s), we have, from 
(7) and (9), 

Vo = 1 +! tit i + O(tmtntkt l ), 

av I' = t) . + t) r i + O( r mr nr k). at i 1" I'o~ ~ ~ ~ 

(11 ) 

Hence by (10), 

gij =t)ij + O(tmt n), (12) 

and the affine connection vanishes at t m = O. This proves 
that the t j are indeed locally fiat. 

From (8) and (11), the parallel transport condition 
(d /ds)S~V) = 0 becomes 

d . I . - (Si + t'So) = 0 10 R(7"), 
ds S=T 

(13) 

where the coordinates (9) are constructed at point s = 7" 
along the trajectory. Since So(7") = 0 in R(7"), (13) be­
comes 

!!..S; I = 0 in R(7"), 
ds s=.,. 

( 13') 
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which is the equation governing the action of the torqueless 
forces on S I' [see (1) above]. 

In order to complete the parallel-transport picture of the 
Thomas precession, we extend the locally fiat coordinates 
(9) at s = 0 to cover the entire manifold9 V. Here we define 
s = 0 as the proper time at the initial point A of the trajec­
tory, and R(O) = tT. At A, ti = 0 and thus, by (8) and 
( II ), 

(14) 

Since the trajectory is closed by assumption, its final point 
(at s = q) will also be A. Working again in the Minkowski 
frame tT and the same coordinate system t i, we find 

(15) 

From ( 14) arid ( 15) we see that S ~ V) , in the coordinates that 
arefiatatA, undergoes the same rotation froms = Otos = q 

as does SI' in the Minkowski frame tT. This rotation, as said 
in the previous section, is the accumulated Thomas preces­
sion. 

IV. THE CASE OF PLANAR MOTION 

Let the forces be such that there exist Minkowski frames 
in which one spatial component ofv 1', say v3

, vanishes along 
the trajectory (i.e., planar motion). We will then use a 
theorem in differential geometry to give a novel interpreta­
tion to the angle, through which SI' precesses during the 
accelerated motion. 10 

Consider the two-dimensional submanifold Wof V, de­
fined by v3 = O. From Gauss' integral curvature theorem it 
follows II that since W is orientable, the parallel transport of 
S ~ W) around the trajectory results in a precession through 
the counterclockwise angle, 

(16) 

where t i is any right-handed 12 coordinate system on W, g is 
the metric of W, and K is the Gaussian curvature. The inte­
gral ( 16) is over the region l: C Wenclosed by the trajectory. 
Actually, (16) is only valid for a trajectory that goes around 
l: in a counterclockwise sense. For the clockwise case, there 
is an extra minus sign; if the trajectory crosses itself, this 
divides l: into two or more regions l:;o each clockwise or 
counterclockwise. The total precession is the algebraic sum 
of (}~;' We may therefore restrict our attention to a trajectory 
that goes around l: in a constantly counterclockwise sense. 

W is defined by the embedding 

dr = (dVO)2 - (dV I )2 - (dV2)2, 

(VO)2 _ (V I )2 _ (V2)2 = 1, 
(17) 

and is therefore maximally symmetric, since both rotations 
among v!, vl, and boosts that mix vO,vI,vl are isometries of W. 
Thereforel3 it is a space of constant Gaussian curvature, and 
in fact it has K = - 1. Thus, from (16), the counterclock­
wise angle of precession is positive for a counterclockwise 
trajectory, and equal to the invariant area of the region l: 
enclosed by the trajectory. 
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Our Minkowski metric shall be (1, - I, - 1, - I), and we use the nor­
mal convention E I23 = 1, EYk = - Ejlk' and EYk = Ejkl · 

6Reference 3, §3.11, pp. 6fH>9. These authors derive the precession as an 
infinitesimal Wigner rotation, and do not treat the spin vector specifically. 
A reference that introduces the spin precession in particular, in the context 
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of atomic physics, where it was discovered, is J. D. Jackson, Classical Elec­
trodynamics (Wiley, New York, 1962), §11.S, pp. 364-369. Our formula 
is a more formal version of that appearing in Robertson and Noonan [see 
our Eq. (6)]. 

7Prom this point on, all quantities are implicitly understood to be those of 
the physical system: velocity, acceleration, spin, etc. 

8Alternatively, one may boost to a frame R(r + ds), to find 

(S,,(r) in R(r»)=(S,,(r+ds) in R(r+ds»). 

Since the physical space axes and clocks, used to operationally define the 
frames R (s), indeed undergo this boost [of velocity ( + dvl

) 1 due to the 
forces, it follows that the Thomas precession is unobservable via internal 
measurements in the physical system. 

9This is possible because V is topologically equivalent to R 3. 

IOSince the problem is now effectively that of two spatial dimensions, the 
Wigner rotations are characterized by a single angle. 

IIReference 3, §7.1 and §8.12. Gauss' theorem applies to geodesic triangles, 
but the area enclosed by the trajectory can be divided into an infinite num­
ber of such triangles. 

12That is, (S- 1,S-2,V3 ) is a right-handed syst:m in V. 
I30n maximally symmetric spaces, see, e.g., Ref. 3, Chap. 13. 
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Classical particles of arbitrary rest mass and spin are modeled in a two-dimensional space C2 
(which has two complex coordinates s'\ A = 1,2) in the following way. It is first shown that a 
preferred set of trajectories S A = t A (s), designated geodesics, can be introduced from a variation 
principle that makes stationary the real variable s. The latter plays the role of proper time and 
serves to parametrize the trajectories. The geodesics so defined are then shown to be associated 
with a nonlinear representation of the Poincare group. A set of Poincare vectors and tensors are 
constructed from t A and its proper time derivatives and these simulate the properties of the 
position, momentum, angular momentum, and internal angular momentum variables of a 
classical massive particle of arbitrary spin. 

I. INTRODUCTION 

Space and time coordinates are derived initially from 
operations on meter sticks and clocks, or at a more sophisti­
cated level, from atomic and molecular radiation processes. 
However, at the nuclear and subnuclear level, the concept of 
the space-time continuum could well require modification, 
possibly a radical change in topology, or perhaps quantiza­
tion in some sense. Rzewuski I suggested that vectors in Min­
kowski space M4 should be derived from a more basic four­
dimensional space of Dirac-like complex spinors. His ideas 
were given a firm basis in the twistor theory of Penrose and 
co-workers,2-7 where the substructure behind M4 is a com­
plex projective three-space whose points are 0(2,4) spin­
ors, i.e., "twistors." These correspond to null straight lines in 
M4 and can be used to model particles of zero rest mass. A 
space-time event is given as the intersection of null lines, 
necessitating two or more twistors for its representation. In 
n-twistor particle theory, n>2, both the external and inter­
nal symmetries of massive particles can be modeled.8-12 

A different approach is taken by Nash, 13 who replaces 
M4 as the basic manifold by a 16-dimensional real space, 
which is in a rough sense a square root of M4• The vectors in 
this space may be constructed from the eight complex com­
ponents of two independent twistors. Nash finds quadratic 
forms in his 16 coordinates, which model the usual position, 
momentum, and angular momentum variables of a free par­
ticle of arbitrary mass and spin. Similar in spirit is the work 
of Derrick,14 who shows that the behavior of these same 
variables can be simulated by certain bilinear forms in the 
components of a vector in an eight-dimensional complex 
space. Once again two independent twistors may be used to 
construct this eight-component vector. 

Thus in this previous work the basic space from which 
M4 is derived needs to have at least eight complex or equiv­
alently 16 real coordinates if one wishes to describe particles 
of nonzero rest mass. Such high dimensionality would seem 
to make it implausible that any of these spaces could be a 
fundamental entity. 

In this paper we show how M4 can be related to a two­
dimensional complex space C2 having only two complex co-

ordinates IS SA. We exhibit geometric quantities in C2 that 
model particles of nonzero rest mass and arbitrary spin and 
possess the full Poincare invariance associated with M 4• For 
the subgroup of proper, orthochronous Lorentz transforma­
tions, SO (1, 3), the invariance is effected by requiring that 

S = [~~] transforms according to the D (! /2)0 representation 
of the covering group SL(2, C). Thus to the element exp 
(gw)e SO (1,3), there corresponds the transformation IS 

S' = exp[ - (i/4)wKAO'KA]s· (1) 

Here, tV = [tVKA ] is an arbitrary real antisymmetric 4 X 4 
matrix, g = [gKA] = [gKA] = diag.(1, - 1, - 1, - 1) is 
the Minkowski metric, while the spin coefficients are given 
in terms of the Pauli matrices by 

(0' 23, 0' 31, 0'12) = - i(dH , 0':>2, aD3 ) = 0'. (2) 

In contrast, we cannot achieve invariance with respect 
to the translation elements of the Poincare group by any 
linear change of coordinates analogous to ( 1 ). There is sim­
ply no faithful two-dimensional matrix representation of the 
Poincare group. For the same reason any attempt to identify 
the Minkowski coordinates IS ~ with four independent real 

functions of the S A will not succeed~ 
Instead we proceed as follows. In Sec. II we introduce a 

set of preferred trajectories in C2, SA = t A ( 1"), 1" being a 
parameter. These are analogous to straight lines in M4, or to 
geodesics in a Riemannian space, and are derived from a 
variation principle for the "proper time" along the trajector­
ies. 

In Sec. III we exhibit a transformation law for t A
( 1"), 

which gives a nonlinear representation of the full Poincare 
group. Finally, in Sec. IV we identify certain real quantities 
constructed from t A ( 1") and its 1" derivatives, which exhibit 
many of the properties of the position, momentum, and an­
gular momentum variables of a Minkowski space particle of 
arbitrary mass and spin. 

II. GEODESICS IN C2 

The straight line geodesics joining two points xt and ~ 
in M4 may be derived from the variation principle 
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8S12 = 0, 

where 

s 12 = 12 L M dT , 

with 

(3) 

(4) 

[ 
dZA dZP,] 112 

LM = gAP, dT dT ' (5) 

is interpreted as the proper time along any trajectory 
xt = ZA( T) that links the two points. Note that Sl2 depends 
only on the trajectory and not on the choice of parameter T. 

Let us try an analogous prescription to select a preferred 
set of trajectories in C2, which we will again designate geo­
desics, though C2 has no conventional metric. Along any 
trajectory SA = ~ A ( T), we wish to define some real Lagran­
gian Lc that is an SL (2, C) scalar function of the real and 
imaginary parts of ~A( T) and the T-derivatives of these 
quantities. Given any two spinors 

p = [~:]. q = [::]. 

which belong to D (1/2)0, we can form the SL (2, C) scalarl5 

p . q = pT€q = plq2 _ p2ql = _ q . p , 

where 

€ = [ 0 1]. 
-1 0 

(6) 

(7) 

Thus from ~ = [~~~;~ ] and its derivatives we can form the 
scalars 

TJOI =~. d~ , (8) 
dT 
d2~ 

TJ02=~'--' dT2 

d~ d2~ 
TJI2 = dT • dT 2 ' 

(9) 

( 10) 

and so on for higher derivatives. 

What we seek, then, is a variational principle of the form 
(3), but with (4) replaced by 

Sl2 = 12 Lc dT, (11) 

withLc some real function of the real and imaginary parts of 
TJOI' TJ02' TJI2"" . If we demand that the C2 analog of proper 
time given by (11) should depend only on the trajectory 
linking the two points st, s1 and not on the choice ofpa­
rameter T, then the allowed form of Lc is severely limited. 
Some LagrangiansLc that satisfy this constraint are derived 
in Appendix A. The simplest candidates for Lc are Re (TJOI ), 
1m (TJOI)' ITJOII, [1m (TJc1'1 TJ02) ] 1/3, and ITJd 1/3. The first 
four give trivial theories. In this paper we make the choice 

Lc = ITJd l
/
3 . (12) 

Equations (3) and (12) then lead to the third-order equa­
tions 

(13) 
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ITJd = 1, (14) 

where, after the variation, we have chosen the proper time 
s = f'Lc dT measured from some arbitrary point on the tra­
jectory, as the parameter. From (13) and the definitions 
(8)-( 10) follow immediately the relations 

dTJ02 _ 1') 

- '/12' 
ds 

dTJ12 = O. 
ds 

We have two constant spinors along the trajectory: 

(15) 

1 d2~ 
u = 2"TJ12 dr ' (16) 

d~ • d2~ 
W = ds - TJ12 TJ02 ds2 . (17) 

These vectors satisfy the identity w . u = !, and are conse­
quently linearly independent. Any vector in C2 may there­
fore be written as a linear combination of u and w, and in 
particular we have the identity 

~ = 2 [TJ12 (TJ02)2 - TJod u + TJ12 TJ02W . (18) 

From u and w we can define a constant vierbein of orthonor­
mal SO (1, 3) vectors l4

: 

(19) 

CA = wtuAw - utuAu, (20) 

A A = wtuAu + utuAw, (21) 

BA = i(wtuAu - utuAw) , (22) 

V A being future pointing timelike and A A, B A, and C A being 
spacelike. 

Equations (13) and (14) define a ten real parameter 
family of trajectories that possess some unusual features on 
account of their satisfying equations whose order is 3 rather 
than 2. The most notable of these is that one obtains an infin­
ity of geodesics linking any two points S t, s 1, which differ 
from one another in the initial "slope" d~ / ds at st. 

III. A NONLINEAR REPRESENTATION OF THE 
POINCARE GROUP 

A. Introduction 

The full Poincare group has four disjoint connected 
pieces, corresponding to the four pieces of the homogeneous 
Lorentz group O( 1,3). Its general element may be written 
11' = (L, a)=(l, a) (L, 0), with the multiplication law 

11'111'2 = (L I , a l ) (L2, a2 ) = (L IL 2,LI a2 + a1)· (23) 

Here LeO ( 1, 3) is a 4 X 4 matrix satisfying LgL Tg = I, with 
I the 4 X 4 unit matrix, and a a four component column vec­
tor whose elements aA represent time and space translations. 
When L is restricted to proper orthochronous Lorentz trans­
formations it may be parametrized L = exp (gCtJ), as in (1). 
If 11' = (l, a) (exp [gCtJ], 0) ranges over the proper ortho­
chronous Poincare group, i.e., the normal subgroup contain­
ing the identity, then 11'(g,0), 11'( - g, 0), and 11'(g, 0) 
( - g, 0) range over the other three pieces of the Poincare 
group. The transformation law (1) only applies to the sub­
group SO ( 1, 3) elements (exp [gCtJ] , 0), and our problem is 
to find some way of extending (I) to the whole Poincare 
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group. In particular we need a prescription for translations 
(I, a), and for the improper elements space reflection (g, 0), 
and time reversal ( - g, 0). 

As noted in Sec. I, there is no faithful 2 X 2 matrix repre­
sentation of the full Poincare group. We can, however, find a 
nonlinear representation in C2 that is associated with trans­
formations between geodesics rather than between points. 
Let E represent a geodesic with equation SA = "A(S), and 
consider a mapping E' = D(E) from E on to another geo­
desic E' whose equation is SA = " ,A (s). We could, for exam­
ple, defineD(E) by specifying thatthe" ,A(S) are some pre­
scribed functions of the real and imaginary parts of "B(S), 

d"B Ids, and d 2"B(s)ldr, subject to consistency with (13) 
and (14). Below we shall demonstrate a set of such map­
pings whose elements D (11", E) depend on the Poincare ele­
ments 11" in such a way as to satisfy the representation condi­
tions 

D [11"1' D(11"2' E)] =D(11"111"2' E), 

D [(1,0), E] = E , 

(24) 

(25) 

and further, imply (1) when restricted to SO (1,3). For 
clarity the form of D( 11", E) is quoted without proof in what 
follows, with the lengthy derivations postponed to Appendix 
B. 

B. Representation of translations 

For the translation 11" = (1, a) we have 

'" (s) = "(s) - a). (V). + iaC).) d,,(s) 
ds 

+ [ra). (A). - iB).) 

+ !a).alt (V). + iaC).) (Vit + iaCIt)] 

X d2,,(s) 
dr ' 

(26) 

where a and r are arbitrary real constants and the vierbein 
V)., C)., A)., BA, which is independent of s, is defined by 
(19)-{22). It readily follows from (26) that the constant 
spinors u and w introduced in (16) and (17) are translation 
invariant, and hence the vierbein is also. By direct calcula­
tion we verifiy that the sequence of translations, a1 followed 
by at , gives the same transformation as the single translation 
a~ + a~. Combining (26) with (1) we obtain a representa­
tion for all elements of the proper orthochronous Poincare 
group. That the representation conditions (24) actually 
hold for all such elements is shown in Appendix B. 

C. Representation of the Improper Lorentz 
transformations 

Appropriate transformations for the space reflection 
(g, 0) and for the time reversal ( - g, 0), which satisfy the 
representation condition (24), are, respectively, 

"'(s) =p*€u* - [(p*)2 + 2V]7]12CW*, (27) 

(28) 

Here u· and w· are the complex conjugates. without trans­
pose, of the constant spinorsof (16) and (17), cis the matrix 
(7), while 
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p = 7]r27]02' (29) 

v = 7]r27]01 - !p2, (30) 

1m (p) and v are independent of s. In the time reversed 
trajectory given by (28) the right-hand side is to be evaluat­
edats= -s'. 

D. Charge conjugation 

A charge conjugation operation, which is compatible 
with (1) and (26)-(28),is 

(31) 

If the geodesic S = "(s) transforms according to (1) and 
(26)-(28), then the geodesic S = CC "(s) is transformed in 
the same way. 

IV. PARTICLE VARIABLES 

Suppose a classical particle of rest mass m and internal 
angular momentum (spin) Ii S moves along the M4 trajec­
tory xt = z).(s). The position vector z).(s), linear momen­
tum p)., angular momentum r'\ spin angular momentum 
tensor SICA, and the Pauli-Lubanski vector w). satisfy the 
following relations (not all independent): 

dz). 
mc-=p)., 

tis 

! (~,r)., SIC)., w).) = 0, 

ip). = (mc)2, ~WA. = 0, 

~w). = !SIC).SKA. = -IJ2S 2
, 

jK). = zY _ z)'ple + SIC). , 

(32) 

(33) 

(34) 

(35) 

(36) 

mc SIC). = €~vwltPV . (37) 

Here €KJ.ltV is the Levi-Civita permutation symbol with the 
convention £1123 = 1. 

Under the Poincare transformation (L, a), these varia-
bles transform according to 

(z).)' = L ;zlt - aA, (38) 

(~)' = 7]L ;plt , (39) 

(w).r = (detL)L;w lt , (40) 

(j1CA), = 7] [L ZL ';jl'v - (aieL; - aAL Z )plt] , (41) 

(SICA.)'=7]LZL!SltV, (42) 

where 7] is ± 1 according as L g > 0 or L g < 0, and det L is 
the determinant of L. 

The main result of this paper is that one can construct 
quantities satisfying all the relations (32)-( 42) from ", d" I 
ds, d 2" Idsl along the C2 geodesics defined in Sec. II. As 
shown in Appendix B, a mapping that achieves this is 

p). = mcV)., (43) 

z).(s) = Re[p( V). + lC). fa) - v(A). + iB).)/r] , 
(44) 

~=IiSC).. (45) 

r). = Re[ - i(mcfr)(vO':;' - v·u~~) 

- {21iS - (mcfa)(p - p*)}u:W] • (46) 
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(47) 

Here, u:~ = WT€UKAW, u~~ = UT€UKAU, u~~ = UT€UKAW 

with the spin coefficients given by (2). Note that €U KA is a 
symmetric matrix. 

In summary, (43 )-( 47) represent a many to one map­
ping of C2 geodesics on to particle trajectories in M4 • Poin­
care symmetry is preserved, with the transformations (1) 
and (26)-(28) in C2 going over to (38)-(42) in M4 • This 
mapping does not, however, lead to any simple correspon­
dence between the points of C2 and M4. 

APPENDIX A: PARAMETER INVARIANT 
LAGRANGIANS IN Cz 

Suppose that in the parametric equations S = ~(1') of a 
C2 trajectory one replaces l' by a new parameter 1", which is 
some function of 1'. Then 

d~ d~ 
-=1'1-' 
d1" d1' 

d2~ _ 2 d2~ d~ 
---2 -1'1 --2 +1'2-'"'' 
(d1") d1' d1' 

where 1'n = dn~ l(d1',)n, n = 1,2, .... Whence, in the nota­
tion of Sec. II, 

1/~1 = 1'11/01 , 

1/~2 = -G 1/02 + 1'21/01 , 

(AI) 

(A2) 

1/;2 = d 1/12' (A3) 

and so on, where the primes denote that 1" derivatives have 
been used in the definitions (8)-(10). Equation (A2) im­
plies that 

(1/tl1/02 - 1/011/t2 )' = 1'~ (1/tl1/02 - 1/011/t2) . (A4) 
Thus (Al), (A3), and (A4) show that any real homogen­
eous function Lc of degree 1 in the variables 1/01' 1/tl' 
(1/12) 113, (1/T2 ) 1/3, and (1/tl1/02 - 1/011/t2 ) 113 leads to Lc d1' 
being parameter invariant. Some particular examples of 
suchLc are Re(1/ol)' Im(1/ol)' 11/011, [Im(1/tl1/02)] 113, and 
11/ 121 1/3. Of these, the latter three are also invariant under the 
phase change, ~~~ expUtP) with tP any real constant. More 
complicated Lc of parameter invariant form may be con­
structed similarly from higher order derivatives of ~. 

APPENDIX B: DERIVATION OF THE REPRESENTATION 
OF THE POINCARE GROUP 

Our aim is to construct functions of ~ and its proper time 
derivatives, which behave like the classical particle variables 
ZA,~, wA, /'-\ and S leA introduced in Sec. IV. It is required 
that these variables satisfy the identities (34 )-( 37) and 
evolve correctly with proper time s according to (32) and 
( 33) as a consequence of the evolution of ~ given by ( 13) and 
(14). Further, we seek for ~, a transformation law under 
Poincare transformations that endows these postulated par­
ticle variables with the appropriate Minkowski space vector 
or tensor properties. We solve these problems in what fol­
lows by relating the C2 geodesics to points in an invariant 
subspace of an eight-dimensional matrix representation of 
the Poincare group. 

As already noted, there is no faithful linear representa­
tion of the Poincare group in two dimensions that is an ex­
tension of the D (1)0 representation of the SO (1, 3) sub-
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group. Nevertheless the proper orthochronous Poincare 
subgroup possesses a four-dimensional representation D 4, 

that associated with twistors, which on restriction to SO 
(1, 3) decomposes according to D4 = D (112)06> (D (112)0)* 

(see Refs. 2-7 and 14). Correspondingly the full Poincare 
group, including the improper elements, has an eight-dimen­
sional representation D 8, which, for proper orthochronous 
Poincare transformations, reduces to D46> (D 4)*, and for 
the subgroup SO(1, 3) reduces further l4 to D 8 

= 2D (1/2)06> 2 (D (1/2)0) *. From previous work on model-
ing particles of arbitrary mass and spin, 1-14 it is clear that we 
need at least two twistors or equivalently four D (112)0 spin­
ors for a satisfactory treatment. In this paper, we adopt D 8 as 
our basic representation and construct a column vector t/J of 
eight complex components, which transforms according to 
D 8. The vector t/J will be formed from functions of the C2 
coordinates ~ A and their proper time derivatives along the 
geodesics introduced in Sec. II. Finally the particle variables 
are given as real bilinear forms in t/J and t/J* according to the 
prescription of Ref. 14. 

First let us recall the main properties of D 8. We start 
from the eight-dimensional spinor representation of 
SO(2,6) whose 35 generators M ab ==. - Mba satisfy the 
commutators 

[Mab, M cd ] = i[ 1/adM bc + 1/bcM ad 

_1/acM bd _1/bdMac] , 

where [ 1/ab ] is the SO (2, 6) metric diag 
[1, - 1, - 1, - 1, - 1, 1, - 1, - 1] (a, b, c, d 
= 0, I, 2, 3, 5, 6, 7, 8). The 8 X 8 matrices representing M ab 

are given explicitly in Ref. 14 in terms of three copies ofthe 
Pauli matrices, and real, orthogonal, symmetric matrices {3 
and C are given for which 

(Mab)t = {3M ab{3 , 

(Mab)T = _ CMabC. 

The representation D 8( 1T) of the proper orthochronous 
Poincare element 1T = (exp [gw ], a) is 

D 8( 1T) = exp( - iaAPAIIi)exp( - !iwA!,JA!') , (BI) 

where the generators of translations and of homogeneous 
Lorentz transformations are, respectively, 

pA = IiK(M A5 _ MA6) , 

JA!, = liMA!,. 

Here K is an arbitrary positive real constant of dimensions 
(length) - I, with different values yielding equivalent repre­
sentations. Below m = Ii K/c is identified as the particle 
mass. Further, the representation D 8 can be extended to the 
improper Poincare elements and to charge conjugation. 

Suppose now that we have an eight-component column 
vector t/J that is transformed according to D 8 ( 1T) given by 
(Bl ): 

(B2) 

The 35 real bilinear forms mab = t/Jt{3M abt/J will then trans­
form according to various real representations of the Poin-

, . I 57 67 58 68 d 78 care group. In partlCU ar m - m ,m - m ,an mare 
scalars, being unchanged by (B2). Further scalars are t/Jt{3t/J 
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and 7/lTC7/l, the latter being complex. We thus have six real 
scalars, consistent with the result ofTod8 that six real-valued 
Poincare invariants may be formed from two twistors. 

The simplest model for particlelike variables comes 
from restricting 7/l to lie in the invariant subspace 

mS7 _ m67 = 1, m S8 _ m68 = 0, 

m78 = 0, 7/lTC7/l = 0, 7/ltP7/l = - 2S, 
(B3) 

which has ten real dimensions. Here S is a real constant. In 
this model the position, momentum, angular momentum, 
and the Pauli-Lubanski spin vector, of a classical particle of 
rest mass m = fz K/c and spin fz S are, respectively, 

ZA = K- 1m 7A., [I' = fzK(mAS _ mA6 ) , 

jAI-' = fz mAl-', wA = fz mAS . 
(B4) 

In Ref. 14 it is shown that these quantities obey (34)-(37) 
and transform correctly both for proper and for improper 
Poincare transformations. Further, if 7/l satisfies the evolu­
tion equation 

(B5) 

then the variables (B4) evolve appropriately, satisfying (32) 
and (33) formassm =fzK/c. 

Our goal is now to establish a correspondence between 
D 8 vectors 7/l and the C2 geodesics S = '(s). One prescrip­
tion, certainly not unique, is as follows. LetXi> i = 1,2, ... ,12 
stand for the real and imaginary parts of the components of 
" d, Ids, and d 2'lds2. For a given value of the phase con­
stant 1]12 only ten of the Xi are independent. Likewise any 
vector 7/l constrained to satisfy (B3) depends on only ten real 
parameters. Let us seek an invertible functional relationship 

(B6) 

where the dependence on the other parameters, K, S, and 1]12 

is suppressed. We impose two constraints. 
(i) The SO (1, 3) transformation properties must be 

consistent, i.e., (1) must imply (B2) when aA is taken to be 
zero in (Bl). 

(ii) The evolution equations must be compatible, i.e., 
(13) and (14) must imply (B5) and vice versa. 

Any vector 7/l belonging to D 8 may be expressed in parti­
tioned form in terms of four D (1/2)0 spinors u, w, V, x: 

(B7) 

Using the notation of (6), the constraint equations (B3) 
assume the form 16 

Im(w . v) = Im(u . x) = -!S, 
u ·v + (w . x) * = 0 , 

and the evolution equations (B5) become 
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(B8) 

.!!!:!...=o, dw =0, 
ds ds 

(B9) 
dv dx 
-= -KU -= -KW. 
ds ' ds 

Thus u and ware constant spinors, and linearly independent 
on account of w . u = !. An obvious choice for this pair of 
constant spinors is given by ( 16) and ( 17), and we make this 
identification, as anticipated by our notation. It remains to 
find v and x. These spinors may be written as linear combina­
tions of u and w with complex number coefficients, and the 
latter then determined in terms of the geodesic variables by 
substitution in (B8) and (B9). The solution so obtained 
contains two arbitrary real constants, denoted a and y: 

v = {- is - Re[K(1 - ila)p]}u + (Kly)vw, 

(BIO) 
x = (Kly)v*u + {is - Re[K(1 + ila)p]}w, 

wherep and v areas in (29) and (30). Taken together, (16), 
(17) and (B 10) give 7/l as a function of the real and imagi­
nary parts of, and its first two derivatives along a geodesic. 

The inverse relations to (B 10), which express' in terms 
ofthe components of 7/l and the constant phase factor 1] 12' are ,= pw + (p2 - 2V)1]12U , (Bll) 

wherep and v have the same meaning as before and are given 
by 

Kp = (1 - ia)Re(u . x) - (1 + ia)Re(w . v) , 

(BI2) 
KV= - 2yu· v. 

We can now determine the Poincare transformation 
properties of, from the known relations (B2) for7/l. Written 
in terms of the constituent two-spinors u, w, v, x, a transla­
tion aA effects the changes 

u'=u, w'=w, 

(Bl3) 
v' = v -KaAE(aAw)*, x' =X + KaAE(uAu)* . 

Thus the pairs (w, v) and (u, x) transform like twistors. 
Substitution of (Bl3) into (Bll) then yields (26). 

The representations of the improper Lorentz transfor­
mations and of charge conjugation are found similarly by 
following the prescription given in Ref. 14 for transforming 
7/l under these operations. In partitioned form, the effect of 
space reflection, time reversal, and charge conjugation is to 
replace (u, w, v, x), respectively, by 
iE(U*, - w*, - v*, x*), E( - w*,u*, - x*, v*), and 
i(w, u, x, v). Applying these transformations to (B11) then 
yields (27), (28), and (31). 

Finally the expressions for the particle variables (43) to 
( 47) are obtained by substituting (B 10) into (B4). 
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When a differential equation possesses the Painleve property it is possible (for specific equations) 
to define a Backlund transformation (by truncating an expansion about the "singular" manifold 
at the constant level term). From the Backlund transformation, it is then possible to derive the 
Lax pair, modified equations and Miura transformations associated with the "completely 
integrable" system under consideration. In this paper completely integrable systems are 
considered for which Backlund transformations (as defined above) may not be directly defined. 
These systems are of two classes. The first class consists of equations ofToda lattice type (e.g., 
sine-Gordon, Bullough-Dodd equations). We find that these equations can be realized as the 
"minus-one" equation of sequences of integrable systems. Although the "Backlund 
transformation" mayor may not exist for the "minus-one" equation, it is shown, for specific 
sequences, that the Backlund transformation does exist for the "positive" equations of the 
sequence. This, in turn, allows the derivation of Lax pairs and the recursion operation for the 
entire sequence. The second class of equations consists of sequences of "Harry Dym" type. These 
equations have branch point singularities, and, thus, do not directly possess the Painleve property. 
Yet, by a process similar to the "uniformization" of algebraic curves, their solutions may be 
parametrically" represented by "meromorphic" functions. For specific systems, this is shown to 
provide a natural extension of the Painleve property. 

I. INTRODUCTION 
Furthermore, 

U3 = {t/I;X} ( 1.8) 
Informally, the Painleve property requires that solu­

tions (of analytic differential equations) that arise from 
"good" (analytic, noncharacteristic) data be "meromor­
phic" (see Refs. 1-10). As described in previous works, 
when an equation has the Painleve property, we may con­
struct (auto) Backlund transformations by truncating an 
expansion of the solution about the "movable" singularity 
manifold at the "constant" level term. 

is a solution ofEq. (1.1) and Eq. (1.5) is invariant under the 
transformation 

For instance and later reference, the Korteweg-de Vries 
(KdV) sequence4 

Ut + ~ b n + I (U) = 0, ( 1.1 ) 
ax 

( 1.2) 

for n = 0,1,2, ... , has the Backlund transformation (BT) 

a2 

U = 4 ax2 In ~ + U2, ( 1.3 ) 

U2 = _ ~ (~xx) _ ~ (~xx)2, 
ax ~x 2 ~x 

(1.4) 

A + bn({~;x}) = 0, 
~x 

( 1.5) 

where 

( 1.6) 

is the Schwarzian derivative that is invariant under the Mo­
bius group 

~= (mp+ b)f(ct/l+ a). (1.7) 

0) Present address. 
b) Mailing address: Division of Applied Sciences, Harvard Univenity, 

Cambridge, Massachusetts 02138. 

~x = t/lx- I
. 

We note that 

bO=l, b1=U, b 2=Uxx +!U2, 

b 3 = UXJCXJC + 5UUxx + ~ U! + ~ U 3
• 

In terms of the "modified" variable 

Y=~xxf~x' 

the Lenard formula (1.2) factors into 

Db n+ 1= (D - V)D(D + V)b n, 

where 

a 
D=­ax' 
U= Yx _! y2 

bn(u) =bn(yx _! y2). 

( 1.9) 

( 1.10) 

(1.11) 

(1.12) 

0.13) 

From Eq. (1.5) this obtains the modified KdV (MKdV) 
sequence 

Yt +Mvbn(yx -! y2) =0, 

where 

Mv =D(D- V). 

(1.14) 

(1.15 ) 

The KdV /MKdV sequence consists of scalar equations, 
local in D and first-order in a fat (evolution equation). Ex­
cepting equations that can be directly transformed into lin­
ear systems (i.e., Burgers sequence), the results of this paper 
argue that a scalar evolution equation with the Painleve 
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property belongs to either the KdV IMKdV sequence or to 
the Caudrey-Dodd-Gibbon (CDG}IMCDG sequence. 

The CDG sequence is the double sequence4 

Ut + OIGn (U) = 0, (1.16) 

At + O~n (A) = 0, (1.17) 

where 

Gn+2 =JI(U)OI(U)Gn, 

Hn+2 =J2(A)02(A)Hn, 

Go= 1, Ho= 1, 

GI = Uxx +! U2, HI = A",,,, + 4A 2. 

In terms of the "modified" variables 

U = W'" -! W 2
, A = V", -! V 2

, 

W = r/lxxlr/l"" V = ¢xx / ¢", , 
01 = (D - W)D(D + W), 

(1.18) 

( 1.19) 

( 1.20) 

(1.21) 

JI=D-I{(D- i)(D+ i)D(D- i)(D+ i)}D-1, 

( 1.22) 

O2 = (D - V)D(D + V), 

J2 =D -I{(D - 2V)(D - V)D(D + V) (D + 2V)}D -1. 

(1.23 ) 

The sequence (1.16), (1.17) has the Backlund transforma­
tion 

a2 

U = 12 ax2 In ¢ + U2, 

3 a2 

A ="'2 ax21n r/I+A2' 

where 

U2 = - 2 (¢xxx/¢", ), 

A2 = _ ~ (r/lxxx _ ~ tfxx), 
2 r/I", 4 rfx 

U3 = {r/I;Z}, A3 = {¢;x} 

are solutions of Eqs. (1.16) and (1.17) and 

¢tl¢", + Hn ({¢;X}) = 0, 

r/I,Ir/I", + Gn ({r/I;x}) = 0, 

possess the symmetry 

r/I", = ¢;2. 

The "modified" sequence is 

Wt + MwGn(W", -! W2) =0, 

Vt + MvHn (V", -! V2) =0, 

where 

Mw =D(D- W), Mv =D(D- V). 

(1.24 ) 

(1.25 ) 

( 1.26) 

( 1.27) 

(1.28 ) 

( 1.29) 

In term of the preceding (and somewhat more) we show 
in Sec. II that the sine-Gordon equation, which has a Back­
lund transformation, is the minus-one equation of the KdV 
sequence, while the Bullough-Dodd equation, which is 
shown not to have a Backlund transformation, is the minus­
one equation ofthe CDG sequence. The minus-one equation 
of the Boussinesq sequence is shown to be equivalent to the 
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equation for the two-dimensional, three-component period­
ic Toda lattice (of which the Bullough-Dodd equation is a 
scalar reduction). The minus-one equation of the Hirota­
Satsuma sequence is also found to be an equation of Toda 
lattice type. In view of these results, we propose a method for 
constructing recursion operators of equation sequences from 
the annihilators of "minus-one" functionals. 

In Sec. III various sequences of "Harry Dym" type 
equations, which have highly branched (non-Painleve) sin­
gularities, are shown to have a "uniformization" in terms of 
the KdV sequence. Besides allowing the implicit definition 
of Backlund transformations, this procedure ("uniformiza­
tion" of integrable systems) provides a natural extension of 
the Painleve property. We note various connections with the 
classical theory of uniformization of algebraic curves (i.e., 
Schwarzian derivatives, Lax pairs). 

In the appendices we present results not directly related 
to the discussion of Secs. II and III. 

In Appendix A we find the Lax pair for the Caudrey­
Dodd-Gibbon equation directly from the Backlund trans­
formation and without the previously found resummation of 
terms. Surprisingly, the two methods for finding the Lax 
pair are nonequivalent. 

In Appendix B we consider the factorizations of scalar, 
linear operators depending on one dependent variable and 
how this relates to the scalar reductions of the two-dimen­
sional Toda lattice equations. 

Finally, we note that the "Caudrey-Dodd-Gibbon" 
equation 11 has also been studied by Sawada and Koteral2 

(e.g., "Sawada-Kotera" or "Caudrey-Dodd-Gibbon-Ko­
tera-Sawada" equation). Also, the first nontrivial integrals 
of the "Bullough-Dodd" equation were found in Ref. 13. In 
Refs. 14 and 15 this equation was then shown to be complete­
ly integrable. 

II. MINUS-ONE FUNCTIONALS AND THE TWO­
DIMENSIONAL TODA LATTICE 

To begin, consider the sine-Gordon equation 

U"'t = sin ( U), 

which is equivalent to the equation 

VV"'t - V",V, =!(V3_ V), 

where 

(2.1) 

(2.2) 

(2.3) 

Equation (2.2) has the Painleve property I and a Backlund 
transformation 5 

where 

V2 = ¢;,I¢X¢" 

0 1 = {¢;t} + 2Ztt iZ = a, 

O2 = {¢;X} + 2Wxx lW =p, 

ap=!. 

On the other hand, the Bullough-Dodd equation 13-15 

(2.4) 

(2.5) 

(2.6) 

U
X1 

= aeU 
- be- 2u (2.7) 
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is equivalent to the equation 

VVxt - Vx Vt = - aV + bV4, (2.8) 

where V = e - u. Equation (2.8) has the Painleve property 
with singularities of the form 

co 

V=~-I I ~¢I, (2.9) 
j=O 

and resonances at j = - 1,2. The Backlund transformation 
for Eq. (2.8) 

V=(VoI~)+V 

obtains, with b = 1, 

V~ = ~x~t' 

V - _ ~ ~xt __ ~ ~xt V. 
I - 2 Vo - 2 ~x~t 0' 

(2.10) 

(2.11 ) 

and the following overdetermined system of equations for ~: 

~x ~ 0 1 + ~t :t O2 = 4a(~x~t) 1/2, 

0 10 2 =0, (2.12) 

where 0 1 and!l2 are defined by (2.6). From the identity 

a a 
,I,. -01 =,1,. -02 (2.13) 
'Px ax 'Pt at ' 

Eqs. (2.12) have only the trivial solution and, as a conse­
quence, the Backlund transformation (2.10) does not exist. 
This corresponds to the general result that Eq. (2.7) is 
known not to have a Backlund transformation, 14.16 although 
it does have a Lax pairl4

•
IS and is completely integrable. 

To proceed further we note the following direct formu­
lation ofEq. (2.2) (sine-Gordon equation) in terms of the 
Schwarzian derivative. With 

V=~x' 
we find that 

-{~;x}= -- - . a a ( 1 ) 
at ax ~x 

From the symmetry V-l/Vof (2.2) we also have 

V = l/t/lx = ~x, 

!..- {t/I;x} = _ ~ (_1 ). 
at ax t/lx 

(2.14 ) 

(2.15 ) 

(2.16) 

(2.17) 

The symmetry (2.16) is identical to (1. 9) for the 
Schwarzian formulation (1. 5) of the KdV sequence. With 
reference to the KdV sequence ( 1.1 ) Eq. (2.15) is identical­
ly 

(2.18) 

where 

(2.19) 

From Eqs. (1.11)-(1.13), the minus-one functional 
b -I( U), with U = {~;x}, satisfies the condition 

(D- (~xx/~x»)D(D+ (~xx/~x»)b-I(U) =0, (2.20) 
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or 

b-I=~+bL+c~, 
~x ~x ~x 

(2.21) 

which obtains Eqs. (2.18) and (2.19) with 

a = 1, b=c=O. 

In other words, the sine--Gordon equation is a special­
ization of the minus-one KdV equation. A comparison of the 
respective formulations (2.5), (2.6) and (2.14), (2.15), 
where the variable ~ is not identified as the same in each, 
yields 

(~ ~) _ 20'(V1/2 _ V~/2) 
V2 + V - V~/2 V 1/2 ' 

(2.22) 

where, in Eq. (2.6), 

f3= -~. 
Equation (2.22) is the classical BT for the sine--Gordon 
equation.s 

Now, for the Bullough-Oodd equation (2.7), we let 

eU = ~x, (2.23) 

and find the equation 

!..- {~;x} = - 2.b~ (_1 ). 
at 2 ax ~! 

(2.24) 

The substitution 
- 2u .1. e = 'Px' (2.25) 

gives us 

!..- {t/I;x} = - 6a ~ t/lx -1/2. at ax (2.26) 

With reference to the COG sequence ( 1.16), (1.17), we 
have, for Eqs. (2.24) and (2.26), respectively, 

At + (J2H_2(A) = 0, 

Ut + (JIG_ 2(U) =0, 

where 

A = {~;x}, U = {t/I;X}. 

From (1.18 )-( 1.23) with 

V = ~xx/~x' W = t/lxx/t/lx, 

(2.27) 

(2.28) 

(2.29) 

(2.30) 

(J2H _2(A) = ~ {:! (a'+b'~+c'~2+d'~3+e'~4)}, 
(2.31 ) 

(2.32) 

where (a',b ',c',d ',e') are numerical constants. Thus, Eqs. 
(2.24) and (2.26) are specializations of the minus (two) 
COG equations. From equations ( 1.25) and ( 1.26), we con­
clude that 

A3 = {~;x}, 

A2 = _ ~ (t/lxxx _ 2. ~xxx) , 
2 t/lx 4 t/I! 

(2.33) 

U3 = {"",x}, 
(2.34) 
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are solutions of Eqs. (2.27) and (2.28), respectively, and 
Eqs. (2.24) and (2.26) are connected by the transformation 

f/!" =t/>;2. (2.35) 

However, without the invariance under the Mobius group 

t/J = (at/J' + b)/(ct/J' + d) (2.36) 

for Eqs. (2.24) and (2.26), the Backlund transformation 
(1.24) does not existfor Eqs. (2.27) and (2.28). 

From the results of Ref. 7 the CDG sequence is a consis­
tent reduction of the Boussinesq sequence. There, the modi­
fied Boussinesq sequence is found to be 

( 
D-O 

B = ~ _ (D - 2Z)(D - 0) 

and B * is the adjoint to B. Letting 

0= t/J""It/J", Z =/3""1/3,,, 
we find that 

Let 

c = 2, b = 1, a = - 1, 

t/Jx = t/J lx lt/J3x' /3" = 1It/J2x' 

Wi = t/JooJt/Jbe' t/Jlxt/J2xt/J3x = 1, 

With 
9' l/Jix = e " 

this is 

for i = 1,2,3, ... (mod N), where 
N 

LObe = 0, N = 3. 

(2.41 ) 

(2.42) 

(2.44) 

(2.45) 

(2.46) 

(2.47) 

(2.48) 

Thus, the three component Toda lattice is the minus-one 
equation of the Boussinesq sequence. A Backlund transfor­
mation is known to exist for Eq. (2.48).14 However, whether 
a Backlund transformation can be constructed for one of the 
equivalent forms of Eq. (2.48) by the Painleve method is 
nearly a moot point. For instance, in Eq. (2.43), let 
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U = In( /3 ~2t/J!/2), 
0= In( /3 !12t/Jx- 112), 

and find the equation 

Uxt = 2ae- u + be9 + (cI2)eu
-

9, 

Oxt = 2ae- u + 2be9 - (cI2)e,,-9. 

With 

W=e", V=e- 9, 

we find the system 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

(2.49) 

(2.50) 

(2.51 ) 

V(WWxt - W"Wt ) =2aVW+bW2+ (cI2)V 2Wl, 

W(VVxt - VxVt ) = -aV2 -2bVW+ (cI2)V 3 W 2
• 

(2.52) 

Equations (2.52) have singularities of the form 

with resonances at 

j = - 1,0,1,2. 

The Backlund transformation 

W= Wot/J-I + WI' 

V= Vot/J-I + VI' 

(2.53) 

(2.54) 

(2.55) 

taking into account (2.54), produces a system of nine equa­
tions for five functions, (t/J, Wo, Vo, WI' VI)' An analysis of 
this system indicates thatthe BT (2.55) determines a reduc­
tion ofEq. (2.52): 

V=A 2 W, 

where 

(2.56) 

A 2 = - b 10. (2.57) 

The reduced system is Eq. (2.8), the Bullough-Dodd 
equation, for which a Backlund transformation of the form 
(2.10), (2.55) does not exist. This result is similar to that of 
Ref. 7, where the BT for the modified nonlinear ShrOdinger 
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(NLS) equations determined a reduction to Burgers equa­
tion. The BT's defined by other forms of the singularities for 
equations (2.52) and equivalent systems have not been in­
vestigated, these typically being highly overdetermined and 
implicit systems of equations. 

The situation here contrasts sharply with the analysis 
for the (positive) Boussinesq sequence. For the (positive) 
Boussinesq sequence the system of equations produced by 
the (Painleve) BT is not overdetermined. This is the result of 
the distribution of the resonances and the linearity of the 
highest derivative for the positive sequence. Therefore. from 
the point of view of Painleve analysis and the calculation of 
Backlund transformations it is of interest to identify when a 
system is a defined by a negative functional of a sequence of 
equations. The results of Ref. 17 demonstrate that all the (N­
component) two-dimensional. periodic Toda lattice equa­
tions can be identified with the minus-one functionals of 
equation sequences. Therefore, by suitably developing the 
recursion operators for these sequences it should be possible 
to recursively define the (Painleve) BT's. On the other hand. 
a different approach to Backlund transformations and the 
Painleve property for the Toda lattice is presented in Ref. IS. 

In terms of the variables Wj defined by Eqs. (2.45) for 
the (modified) Toda equation (2.46). the recursion opera­
tor for the Boussinesq sequence assumes a considerably 
more symmetric form. That is. with 

(2.5S) 

the modified Boussinesq sequence is 
"'- "'-
Wt =LnWx' (2.59) 

where 

L = OJ. 

O~G (2.60) 
o 
D 

o 
a 

D=-ax · 
and for i.j = 1.2.3. 

(2.61 ) 

J jj = -16~D- SW/x - S~D-IAj - SAjD-IWj• 
(2.62) 

Aj = (Wj+ 1 - ~-I)x - (Wj+ 1 - Wj_ I )2 

-6Wj+I~_J> 

where i = 1,2.3 .... (mod 3). And 

(2.63) 

J I2 = SD 2 - 16WJ) - SB3 

- SWID -IA2 - SAID -IW2• (2.64) 

JJ3 = - SD 2 - 16W~ - SC2 

- SWID -IA3 - SAID -IW3• (2.65) 

J23 = SD 2 - 16 WID - SBI 

- SW~ -IA3 - SA~ -IW3• (2.66) 

J21 = -J1J> J31 = -Jr3' J32 = -J13' (2.67) 
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B3 = W3x + (WI - W3)2+ 3WIW3• 

BI = W lx + (WI - W3)2 + 3WIW3• 

C2 = W2x - W~ + W IW3. 

It is to be remarked that 

J* = -J. 

and. by (2.45). 
3 

LWj=O 
I 

implies that 
3 

L Jij = O. for j = 1,2.3. 
j=1 

3 

L Jij = O. for i = 1.2.3. 
j=1 

(2.6S) 

(2.69) 

(2.70) 

(2.71) 

(2.72) 

From Eqs. (2.46) and (2.60). the modified Toda lattice 
equations are 

"'-
LoWt = O. (2.73) 

or the recursion operator annihilates the right side of the 
modified Toda lattice equation (2.46). This suggests that 
explicit formulas for recursion operators of the Toda lattice 
equations can be constructed from a suitable system of anni­
hilators expressed in terms of the variables {Wj}. (2.45). It 
is not difficult to find formulas for the annihilators [for any 
N in Eq. (2.4S)]. Yet is is nontrivial to verify that the result­
ing expression is the recursion operator for a sequence. After 
verification of this procedure it then is necessary to find a 
transformation analogous to (2.45) for the Boussinesq 
three-component sequence in which (1) [unlike the Toda 
formulation (2.46)] all variables allow simultaneous singu­
larities. and (2) a component of the transformed system is 
invariantly formulated (in terms of the Schwarzian deriva­
tive) thereby allowing an analysis similar to that for the 
Boussinesq sequence.7 It would be most interesting to re­
solve the question of Schwarzian formulation through con­
struction of Backlund transformations. It is our view that 
the Schwarzian derivative arises naturally from the essential 
dependence of the singularities on one preferred (spacelike) 
independent variable (x), and not. say. from the order of the 
monodromny group of the associated Lax operator. In this 
connection the Schwarzian derivative expresses the differen­
tial invariance of an equation when subject to the natural 
(unique) group of conformal transformations preserving 
the complex sphere (C I). When the structure of an equa­
tion's singularities depends essentially on more than one 
complex independent variable various generalizations of the 
Schwarzian derivative are indicated. 

Finally. the minus-one equation of the Hirota-Sat­
sumaS

•
19 sequence can be shown to be equivalent to the sys­

tem 

Axt =aeA-B+be-A.-B. 

Bxt = -aeA-B+be-A.-B_eB (2.74) 

ofToda type. Equation (2.74) is reduction of the four-com­
ponent Toda lattice presented in Ref. 14. With reference to 
Eq. (2.43) the minus-one Boussinesq equation can be writ­
ten as 
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Cxt =aeC-D+be- C- D, 

Dxt = - aeC- D + be- C-D + ce2D, 

where 

C = In( /3 !/2), D = In(t,6!12). 

(2.75) 

(2.76) 

III. UNIFORMIZATION OF THE HARRY DYM SEQUENCE 

With reference to Eqs. (1.1 )-( 1.9), the KdV equation 

Ut + ~ (Uxx +~ U 2
) =0 (3.1) 

ax 
has the Backlund transformation 

a2 

U = 4 ax2 In t,6 + U2, 

where 

and 

t,6,1t,6x + {t,6;x} = A. 

The Schwarzian derivative 

{t,6;x} = ~ (t,6xx) _ ~ (t,6xx)2 
ax t,6x 2 t,6x 

is invariant under the Mobius group 

t,6 = (at/! + b)/(ct/! + d), 

(3.2) 

(3.3 ) 

(3.4 ) 

(3.5) 

(3.6) 

and it can be shown4 that Eq. (3.4) is invariant under (3.6) 
and the transformation 

t,6X=/3;I. 
Furthermore, 

{t,6;x} = {t/!;x} + {f;t/!}tfl;" 

{t,6;X} = h ,2{t/!;Z} + {h;x}, 

where 

(i) t,6 =/(t/!) 

is an arbitrary change of dependent variable, and 

(ii) z = hex) 

(3.7) 

(3.8) 

is an arbitrary change in independent variable. By the trans­
formation properties of the Schwarzian derivative, 

{t,6;x} = - t,6;{x;t,6}. (3.9) 

Under the change of variables 

x-+</J, I_I, t,6-x, 

and 

Xt = -t,6,1t,6x· 

Equation (3.4) becomes2 

X~Xt + AX~ + {x;t,6} = 0, 

(3.10) 

(3.11) 

(3.12) 

which is invariant under the change of independent variable 
(3.6). Equation (3.12) is equivalent to the Harry Dym 
equation.2 Equation (3.12) is also invariant under the trans­
formation (implicit change of independent variable) (3.7) 
or 
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x",xp = 1. 

From (3.13) 

t,6p = xp/x", = x~, 

/3", =x~, 
and using (3.8) or directly from (3.12) 

/3 t + /3 i 112{ /3;t,6} = O. 

By the involution (3.13) or directly, 

t,6t + t,6i 112{t,6;/3} = O. 

Therefore, under the inversion 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

Eqs. (3.15) and (3.16) are invariant. However, unlike Eq. 
(3.12), Eq. (3.15) is not invariant under the Mobius group 
(3.6). The equivalent Backlund transformation for (3.15) is 
defined by 

h", = t,62{3"" t,6 = - 1It/!, (3.17') 

where it can be shown that h = h (t/!) satisfies 

ht + h :;; 112{h;t/!} = O. (3.17") 

By composition of the BT (3.17) and (3.17') various se­
quences of solutions can be constructed. Equation (3.15) 
may also be written as 

/3 =2~({3 -112) (3.18) 
t at,62 '" ' 

and 

W=/3", =x~ (3.19) 

obtains the Harry Dym equation 

W =2~W-l/2. 
t at,63 

(3.20) 

Equations (3.12), (3.15), and (3.20) all allow movable 
branch point singularities (even logarithmic singularities) 
and thus do not directly possess the Painleve property. For 
instance, Eq. (3.12) has singularities of the form 

x = XoEI/3 + X1E + X2C/3 + "', 
where 

E = E(t,6,I) 

(3.21 ) 

represents the singularity manifold. For this reason, it is not 
possible to directly calculate BT's for, say, Eq. (3.15) by an 
expansion about the singular manifold. However, solutions 
of Eqs. (3.15) and (3.16) can be represented implicitly 
through solutions of Eq. (3.4) that satisfy the condition 
(3.7). From the rational solutions ofEq. (3.4),4 the expres-
sions 

(i) t,6=1Ix, /3 = x3/3 +41, (3.22) 

1 x6 + 6OIx3 _ 7201 2 

t,6 = x3/3 + 4t' /3 = 
(ii) 

5x 
(3.23 ) 

implicitly define solutions of (3.15) and (3.16). In the 
above, (t,6, {3) are meromorphic functions of a "uniformiz­
ing" variable x (and t). In general, Eq. (3.15) [or (3.16)] 
has a uniform representation 

t,6 =/(x,t) , /3 = g(x,t) , (3.24) 
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wherefandg satisfy Eq. (3.4) and 

ixgx = 1. (3.25) 

Since Eqs. (3.15) and (3.16) are invariant under inver­
sion (3.17) of independent! dependent variables, the unifor­
mizing functions (f,g) satisfy the same dift'erential equa­
tion. For an arbitrary differential equation it would be 
necessary to make a simultaneous substitution of dependent 
and independent variables subject to the requirement that 
the "uniformizing" substitutions be "meromorphic" func­
tions of the uniform variable (s). The resulting set of differ­
ential equations (possessing the Painleve property) may 
then be studied directly by use of the Backlund transforma­
tions. 

The KdV sequence [Eq. (1.5)] is 

tPt/tPx + bn({tP;X}) = 0, (3.26) 

where 

Dxb n + I = (D! + 2UDx + Ux)b n, 

b n = bn(U), 

a 
D=­

x ax 
b O = 1, b 1= U, b 2 = Uxx + ~ U 2

• 

With 

V = tPxx/tPx' 

U = Vx -! V 2 = {tP;X}, 

the Lenard formula (3.27) is 

(3.27) 

(3.27') 

(3.28) 

O2 = D ¢J- I, J2 = Xi ID~x¢J-I. (3.39) 

Equations (3.37) are Hamiltonian and invariant under 
(3.6) and (3.13). From (3.13) and (3.14), 

and 

_{:JIll x¢J- ¢J' 

[:J. = <1>; 01, 

<I>¢J = 0~3' 
0 3 =D¢J' 

J - D [:J - 1I2D I[:J - 1I2D 
3 - ¢J ¢J ¢J ¢J ¢J' 

(3.40) 

(3.41) 

(3.42) 

(3.43 ) 

Under the inversion (3.17), the identity 

[:J ¢J <I> (J <I> ¢J[:J ¢J (3.44) 

implies 

tPt = <l>pOl, (3.45) 

or the sequence (3.41) is invariant under inversion (3.17) 
[and also under (3.17')]. The Harry Dym sequence 

W=[:J¢J' Wt =H;ol, (3.46) 

(3.47) 

04=D~, J4=W-1I2D¢J-IW-112, (3.48) 

is Hamiltonian and, by the above identification, is uniformly 
represented by the KdV sequence (3.33). 

A similar procedure for the Caudrey-Dodd--Gibbon se­
quence (1.27) obtains the sequence 

Dxb n+ 1 = (Dx - V)Dx(Dx + V)b n (3.29) X t = M~ol, (3.49) 

or 

b n+ I =Lvobn, 

where 

Lv =D7O-I(D7O - V)Dx(Dx + V). 

From the identification (3.28), 

Lv = D 70- ItPxDxtP;- IDxt/J;- IDxtPx' 

and, by (3.26). 

tPJtPx +L :01 = 0, 

(3.30) 

(3.31) 

(3.32) 

whereL: = Lv oL: 1 and (3.32) are invariant under (3.6) 
and (3.7). Equations (3.32) can be written as "Hamilton­
ian" systems 

tPt + M:°tPx = 0, 

where 

Mv = OIJ}> 

0 1 = tPx D x ItPx' 

JI = DxtPx-1DxtP;-IDx' 

(3.33) 

(3.34) 

(3.35) 

Under the change of variable (3.10) and (3.11), and using 

D? = x?Dx = tPx-1Dx, (3.36) 

we find 

X t =L;ol, 

where 

L¢J = OzJ2' 
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(3.37) 

(3.38) 

where 

(3.50) 

(J ID 3 - 1 2=X¢J ¢Jx¢J' 

and J2 , (J2 are identified by Eqs. (1.23). We note the relative 
simplicity of the recursion operators (3.38) and (3.50) for 
the "automorphic" sequences (3.37) and (3.49) [the term 
"automorphic" indicating the invariance of these equations 
under the Mobius group (3.6)]. 

The classical theory of uniformization by automorphic 
functions is concerned with algebraic functions (Riemann 
surfaces) defined by polynomial in two (complex) varia­
bles2o,21 

P(Z,w) =0, (3.51) 

where P is irreducible (not the product of two polynomials 
oflower degree). Equation (3.51) defines (in general) was 
the multiple-valued function of Z (or z as a multiple-valued 
function of w); for instance, when 

as 

or 

r+w2=1, w= ±O-r)I/2. (3.52) 

Yet is is also possible to represent the solutions of (3.52) 

(i) z = sin t, W = cos t, (3.53) 

(ii) z = 2t /(1 + t 2), w = (1 - t 2)/(1 + t 2), 
(3.54) 
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where in both cases (z,w) are single-valued functions t [in 
(3.54) rational functions oft]. Equations (3.53) and (3.54) 
define uniformizations of Eq. (3.52), i.e., uniform, single­
valued. 

A general result20 is an algebraic function (3.51) can be 
uniformized by means of (i) rational functions if the genus 
of (3.51) is zero (p = 0), (ii) elliptic functions if the genus 
is one (p = 1), and (iii) Fuchsian functions of the first kind 
when the genus is greater than one (p > 1). 

A Fuchsian function is a meromorphic function that is 
(automorphic) invariant under a "discrete" subgroup of the 
Mobius group. The discrete (properly discontinuous) sub­
group is required to preserve (carry into itself) a circle (the 
"principal" circle) and map interior points (of the circle) 
into interior points and exterior points into exterior points. 
That is, if M is the discrete subgroup 

MCMob 

and the principal circle is I t I = 1, 

t' = (at + b)/(ct + d)EM, 

then/(t') =/(t), where 

It 1< 1{::>lt'l < 1, 

It I = 1{::>lt'l = 1, 

and/(t) is meromorphic in It I < 1. 
Finally, a Fuchsian function of the first kind is a Fuch­

sian function for which the limit points of the associated 
group are dense on the principal circle, and hence, the princi­
pal circle is a natural boundary for the function. For a dis­
cussion of the above, the reader is advised to consult Refs. 20 
and 21. In general, the theory of uniformization, especially 
as formulated by Teichmuller, Alfors, and Bers22-24 deter­
mines the existence of various forms of uniformizations for 
general classes of Riemann surfaces. Yet, actual uniformiza­
tions for Eqs. (3.51) are known in only a few special·cases. 2S 

That is, representations of the group and the associated auto­
morphic functions have been calculated for only a finite 
number of equations of the form (3.51). Of special interest in 
this regard is Whittaker's conjecture, our account of which is 
taken from Ref. 25. 

Whitaker considered the hyperelliptic equations 

w2 = (z - e1)(z - e2)"'(Z - e2p + 2 ) =/(z), (3.55) 

where the 2p + 2 {eJ } are distinct complex numbers. It is 
first shown that the group r of Eq. (3.55) is a subgroup of 
index 2 in a larger group r*, in which the fundamental re­
gion for Eq. (3.55) has genus zero. Therefore, by a general 
result, any automorphic function attached to r* is a rational 
function of one such automorphic function z(t). The 
Schwarzian derivative of an automorphic function is itself an 
automorphic function and therefore must be a rational func­
tion of z. That is, 

{t;z} = - Zl- 2{Z;t} = R (z) (3.56) 

is automorphic (in t) and it can be shown that 

3 [2P+2 1 g(Z)] R(z)=- L --
8 n = 1 (z - en )2 fez) , 

(3.57) 

where/(z) is defined by (3.55) andg(z) is of the form 
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2p+2 2p-2 
g(z)=2(p+l)rP -2p L enrP -

1 + L Ck r P - 2 -
k

• 

n=l k=O 

(3.58 ) 

The 2p - 1 coefficients {C k} are the accessory parameters 
and are determined by the group r*. 

If R (z) is determined, then it is known that by the sub­
stitution 

t = (1/ih/2)(z), (3.59) 

Eq. (3.56) becomes the linear differential equation 

d2'T/ 1 
dr +2 R (z)'T/=0, (3.60) 

and r* is the monodromny group of (3.60). Therefore to 
find r* (and n and z(t) (the uniformization) it is neces­
sary to determine R(z) (the accessory parameters) {Ck }. 

Motivated by certain scaling arguments, Whittaker conjec­
tured that 

R(z) =~ [(f'(Z»)2 _ (2p+2)/"(Z)]. (3.61) 
8 fez) (2p + 1) fez) 

It can be shown that if the {c k} are polynomial functions of 
{en} then (3.61) is correct for the general hyperelliptic 
equation (3.55). 

As is indicated by the above, the Schwarzian derivative, 
through its connection with the automorphic functions, 
arises in many problems related to the study of Riemann 
surfaces. 26

,27 For instance, the space of moduli (accessory 
parameters) of Riemann surfaces, the so called universal 
Teichmuller space, is equivalent to a Banach space of bound­
ed Schwarzian derivatives of univalent functions. 23 In a dif­
ferent direction, Burchnall and Chaundy28 have shown that 
a commuting pair of linear differential operators 

PQ=QP, (3.62) 

where deg(P) = m, deg(Q) = n, satisfy an algebraic identi­
ty 

/(P,Q) =0, (3.63 ) 

with constant coefficients, where/is of degree n in P and of 
degree m in Q. They remark that (3.62) and (3.63) provide 
a form of uniformization for the algebraic curve /(z,w) = O. 
Since the work of Burchnall and Chaundy is the forerunner 
of later developments in the theory of integrable systems 
(Lax pairs), there may be connections between the classical 
(and recent) theory of uniformization (Riemann surfaces, 
automorphic functions) and the theory of integrable sys­
tems (isomonodromny deformations, finite zone poten­
tials) . 

Now, with regard to the uniformization of the Harry 
Dym sequences (3.37), (3.41), and (3.46) by the (Schwar­
zian ) KdV sequence (3.32), we remark that, since; is mer­
omorphic as a function of x and x is (loosely speaking) "au­
tomorphic" with regard to; [Eqs. (3.37) being invariant 
under the Mobius group], the formulation is not standard in 
terms of the theory ofuniformization (where the meromor­
phic and automorphic dependence refer to the same vari­
able). We can, of course, claim that; is automorphic with 
regard to the identity group acting on the independent vari­
able x but this somehow seems to miss the point. Instead, it 
seems worthwhile to enquire whether Eqs. (3.37) allow so-
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lutions that are automorphic (invariant under a discrete 
subgroup of the Mobius group acting on t/J) without requir­
ing meromorphicity. 

Toward this goal, consider Eq. (3.12), where without 
loss of generality, A. = 0, 

Xt+X~-2{X;t/J}=0, (3.64) 

which is equivalent to 

where 

a 
D~ = at/J 

The first two conserved quantities of Eq. (3.64) are 

CI =fx~ dt/J. 

c2=iX~ dt/J. 
j x~ 

(3.65) 

(3.66) 

From the recursion operator for the sequence (3.37). 

L~ = 0<12. 

J -ID 3 - 1 
2 =X~ ~x~. 

(3.67) 

the functional gradients of the conserved quantities b ) satisfy 
the equation 

bi+I(X~) =M~bj(x~). (3.68) 

where 

M~ = J20 2• b O = O. (3.69) 

The Lax pair for Eqs. (3.64) and (3.65) is 

YH =A.X~Y. (3.70) 
Yt = -4A.x~-ly~ +U(xil)~y. 

Equations (3.70) have a curious property in that if Y( t/J) is a 
solution. then 

WeE) = EY( 1/E) 

is a solution of 

WEE = A.x! w, 
Wt = -4A.xE-

IWE +U(XE-I)EW, 

where 

E= 1/t/J. 

(3.71 ) 

(3.72) 

(3.73) 

Therefore. from (3.71). (3.73). and the invariance of Eqs. 
(3.70) under scaling and translation, 

t/J-+at/J, t/J-+t/J + b, (3.74) 

it is possible to observe the effect of the Mobius group on the 
eigenfunctions of (3.70). 

Next we recall that equations (3.64) and (3.65) have 
movable singularities of the form 

and 

tP = tP(t/J,t), tP; #0. 
There are also singularities of the form 

(ii) x = Xot/J-I + XI + x2t/J + X3t/J2 + X4t/J3 + x,tt/J4 + ''', 
(3.76) 

and whenm> 1 

(iii) x = xot/J - m + ... + X3mtt/J2m + "', (3.77) 

where the {xJ } are constants. Furthermore, it can be shown 
that the singularities (3.77) have an expansion ofthe form 

X=t/J-m IPk(t/J)t kt/J3km, (3.78) 
k=O 

where 

Pk(t/J) = POk + Plkt/J + ... + P3m _i,kt/J3m-l. (3.79) 

The locations of the singularities (3.76) and (3.77) do 
not depend on t but are movable, since the locations are not 
fixed by the equation. By the invariance ofEq. (3.64) under 
translation in t/J, the singularities may be located at any point 
t/J = t/Jo, where t/Jo is constant. Also the singularities (3.76) 
and (3.77) refer to the behavior of t/J as x- 00 • 

To obtain an automorphic solution it is consistent to set 

x(t/J,O) = xo(t/J), 

where, say, 

Zo= _t/J-I +t/J. (3.80) 

By the invariance ofEqs. (3.64) and (3.80), 

x(t/J,t) = X(E,t), (3.81) 

where 

t/J= -1/E. (3.82) 

With (3.80), the scattering operator in the Lax pair (3.70) 
has an irregular singular point at t/J = 0 and at t/J = 00. 

Therefore, it is not (entirely) obvious how to implement 
(3.70) to find the solution (3.81). However, we claim that, 
with automorphic x, it is natural to study solutions of (3.70) 
on the boundary of a "fundamental domain" of the automor­
phism group. In this case, the boundary of the fundamental 
domain is, by (3.82), 

It/JI = 1. (3.83) 

Using (3.80) and extending the path of integration along the 
contour (3.83), it is found, by the residue theorem applied to 
(3.66), that 

(3.84) 

In the same way all the conserved qualities ofEq. (3.64) can 
be evaluated. 

On the other hand, the KdV data, defined by (3.80), is 

Uo = {t/J;x} = - 6/(x2 + 4)2, (3.85) 

which is within the class of initial data for which the inverse 
scattering on the rea11ine can be solved. That is 

(i) x = ",,1/3 I X)""J/3, 
)=0 

(3.75) t/J = VI/V2, (3.86) 

with resonances at where (VI,V2 ) satisfy 

j= - 3,2,4 V xx = (A. - UoI2) V. (3.87) 
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We note that the irregular singularities of ( 3.70) refer to 
the behavior of ifJ (and the KdV data) as x~oo. We shall 
defer further consideration of this problem at this time, ex­
ceptto note that (3.87) with Uodefinedby (3.85) (1) does 
not support solitons, and (2) can be solved in terms of hyper­
geometric functions when A = O. 

As an example of a system with finite-degree branch 
points, the equation 

Ut + U 3Ux + Uxxx = 0 (3.88) 

has singularities of the form 

U = ",-2/3 f ~",j/3, (3.89) 
j=O 

with resonances atj = - 3,8, lO and is known to be noninte­
grable29 (has only three conserved quantities). Since the 
traveling wave solution 

U+ U(x+Ct) (3.90) 

can be found (as a hyperelliptic function) the presence of a 
nontrivial time dependence probably introduces additional 
singularities along the systems characteristics. On the other 
hand, in Ref. 30 (and the references cited therein) many 
examples of integrable systems with branch point behavior 
are found. 
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APPENDIX A: THE CAUDREY-DODD-GIBBON 
EQUATION RECONSIDERED 

In Ref. 4 we have studied the Backlund transformation 

a2 

U=-2 InifJ + U2 (Al) 
ax 

for the Caudrey-Dodd-Gibbon equation 

Ut + ~ (Uxxxx + 30UUxx + 6OU 3
) = O. (A2) 

ax 
The resulting overdetermined system of equations for 
(ifJ, U2 ) is 

(i) A + a
2

2 
{ifJ;X} + 4{ifJ;xF 

ifJx ax 
+ 5(8xx + 8 2 + 2{ifJ;x}8) = 0, (A3) 

(ii) (}(}xx - () ~/2 + ~ () 3 + {ifJ;x}(} 2 = A, 

(iii) 6U2 + ~(ifJ~/ifJ;) = () - {ifJ;x}, 

or 

(A4) 

(A5) 

(A6) 

In Ref. 4, due to a certain complexity in the analysis, we set 

(}=A=O (A7) 

and found the Lax pair for Eq. (A2) in the instance when the 
spectral parameter vanishes. Later, the complete Lax pair 
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was derived through a certain resummation of terms defined 
by (Al). In effect, the Lax pair was not derived directly 
from the BT (A 1). In this appendix we will derive the Lax 
pair directly from the BT [Le., Eqs. (A3 )-(A6)], thereby 
showing that a resummation of terms is unnecessary. We 
present this result for the sake of completeness since, as 
shown earlier, the minus-one equation of the Caudrey­
Dodd-Gibbon sequence does not have a Backlund transfor­
mation. The point here is that, in spite of this result, every­
thing goes through without restriction for the CDG equa­
tion. 

The first step is to "solve" Eq. (A4). Therefore, let 

...1.= - 2cr, (A8) 

() = u( 13 /13 x), (A9) 

and find that Eq. (A4) is 

{ifJ;x} + i u( 13 /f3x) = {f3;x}. (AlO) 

From the formula for the Schwarzian derivative, if 

ifJ = V1/V2' (All) 

ct>x = V2V\x - V\V2x , (A12) 

then 

{ifJ;X} = {ct>;x} + 2( V 2x V1xx - V1x V 2xx )/ct>x. (A13) 

Comparing the identity (A13) with (AlO) suggests that 

f3x = ct>x = V2V\x - V\V2x ' (A14) 

and 

(u/3)f3= VlxVlxx - V2x V\xx. (A15) 

From (AI4) and (A15) 

Vlx V 2xxx - V 2x Vlxxx = (u /3) ( V2 Vlx - VI V2x ), 
(AI6) 

which we solve by requiring that (V\, V2 ) satisfy 

V xxx = aVx + (u/3) V. (AI7) 

From (A14 )-(AI7) 

f3xxx = af3x - (u/3)f3. (AI8) 

Now, let 

Vt =cVxx +dVx +eV. (A19) 

Then, substituting for «(},ifJ) [using (A9)-(All) and 
(A14 )-(AI8)] in Eq. (A3) and requiring that Vtxxx 

= Vxxxt! gives us 

and 

c = 3(ax + u), d = - axx - a2, e = - 2ua, 
(A20) 

a ( 5 3) at + - axxxx - 5aaxx + --a . 
ax 3 

(A21) 

Equation (A21) is the CDG equation (A2) with the 
identification 

a = - 6U (A22) 

andEqs. (AI7) and (AI9) are the Lax pairforEq. (A2l). 
Finally, from equations (A6), (A9), and (AI4), 

a2 

a = - 6U2 + 6 -2 In V2 
ax 
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a2 

= - 6U + 6-ln VI (A23) 
ax2 

[by (A I ) and (A II ) ]. It is curious that, in the resummation 
used earlier" to calculate the Lax pair, r/J was directly an 
eigenfunction, while here it is a ratio of eigenfunctions 
(All). 

By a further analysis it can be shown that, with (A 14), 
(AI5), (AI7), and (A19), 

(A24) 

which is Eq. (AI9) with 0"-+ - 0". From (A18) and (A24), 
/3 is an eigenfunction of the Lax pair (with 0"-+ - 0"). 

APPENDIX B: FACTORIZATION OF SCALAR 
OPERATORS AND THE SCHWARZIAN DERIVATIVE 

It is well known that the SchrOdinger operator 

D2+! U= (D-! V)(D+! V), (BI) 

where 

with 

V=r/Jxx1r/J", 
U= {r/J;x}. 

a 
D=­ax' 

(B2) 

(B3) 

(B4) 

From Eqs. ( 1.11 ) and ( 1.12), the third-order operator in the 
Lenard formula is 

D 3 +2UD+ U" = (D- V)D(D+ V), (B5) 

where (V,U) are defined by (B3) and (B4). 
We claim that the operator sequence 

Ln+1 =idD+v- ~)V] 

=(D-~ V) ... (D+ ~ v), (B6) 

where n = 0,1,2,3, ... , and 

(B7) 

defines operators whose coefficients, when expanded, can be 
expressed entirely in terms of the Schwarzian derivative 

(B8) 

and its derivatives of order (N - 2) Or less. From (B6) 

deg(L,,) = n (B9) 

and the operator (BI) is L2 and (B5) is L3• 

The proof of the above uses the following result of La­
vie31

: A differential expression that is invariant under the 
Mobius group 

r/J = (at/J + b)/(ct/J + d) (BIO) 

is a functional of the Schwarzian derivative. In particular, a 
polynomial differential invariant of order n is a polynomial 
in the Schwarzian derivative and suitable derivatives of the 
Schwarzian derivatives of order n - 3 or less. 

The Mobius transformation (B 10) can be expressed as 
the composition of three operations (i) scaling 

(J = at/J, (Bll) 
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(ii) translation 

(J = t/J + b, 

(iii) inversion 

r/J= -1/". 

(BI2) 

(BI3) 

From (B7) the coefficients of (B6) are invariant under 
(BII) and (BI2). Therefore, it remains to show that (B6) is 
invariant under (B13). 

Now 

D + mV = D + m«(Jxxlr/J,,) = (J;-mDr/J':, 

and from (B14) 

Ln+ 1 = (J~I2+ I«(J,,-ID)"+ 1(J~I2. 

Under the change of variable 

f/J-+x, x-+ifJ, 

(J;I =x~, (J;-ID=~=D~. 
a(J 

The operator 
L -x- nI2 - ID,,+IX-,,12 

"+ 1 - ~ ~ ~ • 

With the change of variable (B 13 ) 

D~ =~D.", 
and 

L,,+ 1 = Xi"/2-1t/J-"-2(~D.,,)"+ 1"-"xi"l2. 

Now 

t/J-" - 2(~D.,,)" + 1,,-" 
= t/J-"{D."~D",~.,, ... ~D.,,}t/J-". 

We will show that 

(BI4) 

(BI5) 

(B16) 

(B17) 

(B18) 

(BI9) 

(B20) 

(B21) 

(B21) =D¢+I, (B22) 

demonstrating that (B18) [and (B15)] is invariant under 
(B 13) and, by the previous remark, under (B 10). Equation 
(B22) is trivial when n = O. When n = I, the identity 

D."~D.,, = t/JD~t/J (B23) 

demonstrates (B22). 
Now, by induction on n, (B22) is equivalent to 

t/J"D¢+ It/J" =D."t/J"D¢-It/J"D.", (B24) 

and directly 

D."t/J"D¢-It/J"D." = t/J"D¢+It/J"+nR", 

where 

R" =t/J"-ID¢-It/J"D", -t/J"D¢t/J"-I. 

Now 

R" = t/J"-I{D¢t/J - t/JD¢ - nD~-I}t/J"-I, 

and the identity 

D¢t/J = "D¢ + nD¢-1 

establishes that 

R" =0 
and (B24) and (B22). 

(B25) 

(B26) 

(B27) 

(B28) 

Therefore, by the result of Lavie, the operators have 
coefficients that are polynomial in the Schwarzian derivative 
(and its derivatives) when 
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v = ;xxh/J". 

For reference, the first few operators are 

LI=D, 

L2=D2+! U, 

L 3 =D 3 +2UD+ U,,' 

L4 =D 4 + 5UD 2 + 5U"D+~(Uxx +~U2), 
Ls =D s + lOUD 3 + 15U"D 2 + 9(Uxx + 16U2 )D 

+ 2...£... (Uxx + 4U2), ax (B29) 

L6 =D 6 +3,[ UD 4 + 35U"D 3 + (¥ Uxx +~ U2)D2 

+...£... (14Uxx + ~ U 2)D + UXJCXJC 
ax 

+ ¥ UUxx + 13U~ + ~ U 3
, 

L7 =D 7 + 28UD s - 20UxD 4 + (84Uxx + 196U2 )D 3 

+ (56Uxxx + 588UUx )D 2 

+ (20UXJCXJC + 352UUxx + 295U~ + 288U3 )D 

+...£... (UXJCXJC + 26UUxx + ~ U~ + 48U 3
) , 

ax 2 

where 

U= Vx -! V 2={;;x}. 

Note that under the scaling 

x-a-Ix, 

from (B6) and (B7) 

L" + I -a" + IL" + I' 

(B30) 

(B31) 

(B32) 

and each term of the expanded operator has the same weight, 
where in accord with (B30), 

U-a2U. (B33) 

We also note the simplicity of the operator forms (BI8). 
Remark (1): The operators (Lit L 3 ) define the dual Ha­

miltonian structure of the KdV equation. 
Remark (2): The operator (L2, L 3 ) do not define the 

Lax pair for the KdV equation. 
Remark (3): From (B6), the coefficient of D" -I in the 

expansion for L" vanishes. 
Remark (4): The L2k operators are symmetric, the 

L2k + I are antisymmetric. 
Remark (5): For the COG sequence the defining opera-

tors [Eqs. (1.22) and (1.23)] are 

(JI = (J2 = L 3, 

II = D -ILJ)LJ)-" 

12 = D -ILsD -I. 

(B34) 

Now consider theN-component, two-dimensional, peri­
odic Toda latticel4 

(B35) 

wherej = 1,2,3, ... mod(N). The Nth order, scalar operator 

" 
L = II (D - (Ji")' (B36) 

j-O 
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where l:~(Jj" = 0, is the scattering part of the Lax pair for 
(B35). It is not difficult foseethat (1) when (B36) isL2, Eq. 
(B35) reduces to the sine-Gordon system; (2) when (B36) 
is L 3, Eq. (B35) reduces to the Bullough-Oodd Eq. (2.7); 
(3) the identification of (B36) with L" for n > 2 does not 
lead to a consistent scalar reduction of (B35). Therefore, 
subject to the identification of (B36) with (B6), the sine­
Gordon and Bullough-Oodd equations represent the only 
consistent scalar reductions of Eqs. (B35). If the sequence 
(B6) is unique (in the sense that L" is the unique factoriza­
tion of an nth order scalar operator consistent with the 
Schwarzian formulation and not a product of operators of 
lower degrees) then the results of Sec. I show that, within a 
wide class of equations, the KdV and COG sequences are the 
unique instances of scalar evolution equations (See Ref. 4 
and especially Ref. 32). 

Remark (6): It is easy to see, from (B6) and (B7), that a 
basis for the null space of the operator L" + 1 is 

{;x- n/2¢J; j = 0,1,2, ... ,n}. 

Therefore, the general null function, which satisfies 

L"+I/" =0, 
is 

n 

(B37) 

(B38) 

In =;x-"12 LCj;1, (B39) 
1=0 

where the {cj } are constants. 
In a previous work4 we have investigated the class of 

partial differential equations 

;J ;x + B( {;;X}) = 0 (B40) 

that are formulated in terms of the Schwarzian derivative 
and have a transformation 

;x = V!:, (B41) 

which preserves the formulation (B40) in terms of the 
Schwarzian derivative. The KdV sequence corresponds to 
m = - 1 and the COG sequence corresponds to m = - 2. 
In terms of the "modified" variables 

v = ;xxl;x' W = ",xxi",,,, 

the symmetry (B41) corresponds to 

V=mW. 

(B42) 

(B43) 

In analogy with the recursion operators for the modified 
KdV and COG sequence define the "recursion operators" 

0,,+2 =D(D + V)D -loL,,+ 1 oD -I(D - V), (B44) 

where 

V= ;xxl;x. (B45) 

The "sequence" of modified equations are 

VI +!Y,,+20VX =0, (B46) 

which corresponds to equations of the form (B40), where 

(B47) 

where 

M,,+2 =D -IOL,,+ 1 oD -lo(J, 
(B48) 

(J= (D- V)D(D+ V) =L3• 
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We note that 0 4 is the modified KdV recursion operator and 
0 6 is the modified COG operator. (Actually, 0 4 = O~, 
where O2 is the MKdV recursion operator.) From the iden­
tity 

(D + aV)D -I(D + bV) = (D + bV)D -I(D + aV), 
(B49) 

the definition of L" + I (B6), and the form of the Eqs. (B46), 
a symmetry of the form (B43) that preserves the Schwarzian 
formulation of (B46) and (B47) requires that 

m = -nI2. (B50) 

Again, if the operators L" or the composite operators 

II L kj , (B51) 
j 

where ~jkj = n are the unique operators of order n with a 
product form and Schwarzian coefficients, then the symme­
try (B43) is allowed only if n = 2 or n = 4. That is, 

m= -1,-2, (B52) 

which are the KdV and COG sequences. 
It may be of some interest to note that the "Harry Oym" 

sequence corresponding to (B47) is 

Xt =M~+201, 

where 

(B53) 

M -D -IX -,,/2D,,+IX -,,/2D -IX -ID 3x- 1 
11+2 - ~ ~ ~ ~ ~ ~ ~ ~ • 

Finally, it is not difficult to show that ifEq. (B40) has a 
transformation (B41), which preserves the Schwarzian for­
mulation, then the resulting equations will have the Painleve 
property only for the index pairs (m, 11m): 

(i) (- 1, - 1), (ii) (- 2, - D. (B54) 

That is, only for the KdV and COO sequences. To see this, 
we start with the "generic" singularity: 

lP = lPoie + lPl + "', (B55) 
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which is single-valued for Eqs. (B40) (see Ref. 4). Then, by 
applying (B4l) to (B55) we obtain the result. 
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It is known that the most general proper orthochronous vector Lorentz (transformation) 
operator can be generated by a skew-symmetric 4 X 4 matrix containing an antisymmetric tensor 
of the second rank. The corresponding Lorentz operator for the two-component spinor is 
presented and, as can be expected, it contains the same tensor as the vector operator. Since the 
Pauli matrices of the spinor operator have very simple multiplication properties, the behavior of 
the tensor under multiplication of spinor operators is easily obtained. By comparison the 
corresponding properties of the tensor in vector operators can be obtained without multiplying 
4 X 4 matrices. The physical meaning of the tensor contained in a Lorentz operator is discussed. 
Apart from the usual or regular operator a singular operator is discussed. Still other types of 
Lorentz operators are possible. 

I. INTRODUCTION 

The general finite proper orthochronous Lorentz trans­
formation operator for vectors has been described in terms of 
an antisymmetric second-rank tensor (two three-vectors). I 
In this paper we show how this tensor as well as other param­
eters can be found for a given Lorentz operator of this kind. 

A 4 - (0' 0 - b. b)A 2 - (a 0 b)2 = 0, 

and satisfy 

U D
' = (0

2 
- b 2 )UD 

- i(a ob)U, 

U 3 = (02-b 2 )U-i(a o b)UD, 

UU D = U D U = ia 0 bI. 

Choose 

(2) 

(3) 

A practical obstacle in the handling of these vector oper­
ators is the amount oflabor required to multiply 4 X 4 matri­
ces.2 This obstacle is surmounted by formulating the corre­
sponding general operator for the two-component spinor 
that contains the same tensor. Since these 2 X 2 operators can 
be multiplied very simply, the properties of the tensor under 
the multiplication of spinor operators are easily obtained. Its 
properties under a similar multiplication of vector operators 
are then obtained by comparison without multiplying 4 X 4 
matrices. 

a 0 a - bob = 1, a 0 b = 0, or (a + ib) 2 = 1, ( 4 ) 

The tensor belonging to a product of elementary opera­
tors is constructed in several cases and attempts at interpret­
ing it physically are made. A procedure related to this one 
has been applied to the relativistic composition of velocities 
and to the Thomas precession. 3 

With suitable adjustments the same procedure is used to 
generate a singular Lorentz operator. The possibility of still 
other types of operators is pointed out but not discussed. 

One would not expect singular and ordinary Lorentz 
operators to occur in close association. However, we discuss 
cases where they do. 

Finally we display the corresponding general Lorentz 
operator for the four-component spinor. 

II. THE VECTOR FORMULATION 

As in a previous workl we introduce the antisymmetric 
4 X 4 matrix U and its dual U D as follows: 

U~('~~ 
- i03 

0 
-102 iO I 

- bl -b2 

(1) 

U~v = ~El'vpuUpu' 
where a is a real pseudovector and b is a real vector. These 
matrices have the characteristic equation 

then 

U 3 = U, (U D
)3 = U D, UUD = UDU = 0, (5) 

indicating that U and U D have the eigenvalues 1, - 1,0,0 
and common eigenvectors, which will be discussed in Sec. 
III. 

Now 

AI(a,b,B,~) =exp(iUB+ UD~) 

= exp(iUB)exp( U D~) 

= AI(a,b,B,O)AI(a,b,O,~), 

with B and ~ real parameters, satisfies 

(6) 

AlAi = Ai Al = I, det Al = 1, (7) 

with (AI)jk and (A I)44>Oreal while (AI)j4 and (A I )4j are 
imaginary (j, k = 1,2,3). Then the transformation 

= [1+ iUsin B + U 2(cosB-l) + UDsinh~ 

+ UD'(cosh~-I)]x, (8) 

with X 4 = ict yields 

xix; = XkXk (j,k = 1,2,3,4), 

and can be regarded as a Lorentz transformation. Since Al 
contains six independent parameters (four of the OJ and bj 

and B and ~) it can be regarded as the most general, proper, 
finite, orthochronous vector Lorentz transformation opera­
tor. 

Inspection shows that 

Al (i,O,B,O) = RI (i,B), 

AI(i,O,O,~) =LI(i,~), 
(9) 
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where R I (i,O) is the operator for a pure rotation through an 
angle 0 about the axis defined by the unit vector i, and 
L I (i,r/» is the operator for a pure Lorentz transformation 
relating to a relative velocity with direction i and magnitude 
c tanh r/>. 

We notice that Al is the product oftwo commuting fac­
tors Al (a,b,O,O) and Al (a,b,O,r/», and we now conclude that 
these factors are generalizations of a pure rotation and a pure 
Lorentz transformation operator, respectively. 

The question arises how to find the a,b,O, and r/> for any 
given matrix AI' which is known to be ofthis type. In terms 
of 

Tr Al = 2(cos 0 + coshr/», 

M = !(A I - Ai)' 

we have 

coshr/> = 1 Tr Al + [1 + 1 Tr M2 -MTr AI)2] 1/2, 

(10) 

cos 0 = 1 Tr Al - [1 + 1 Tr M2 - MTr AI)2r12, (11) 

a) (sin2 0 + sinh2 r/» = !€jkmMkm sin 0 + iMj4 sinh r/>, 

h) (sin2 0 + sinh2 r/» = !€jkmMkm sinh r/> - iMj4 sin O. 

In the special case where 

Tr M2 = !(Tr AI)2 - 2 Tr AI' 

it can be shown that 

Al = Al (a,b,O,O) if Tr Al <4, 

Al = Al (a,b,O,r/» if Tr Al >4. 

(12) 

(13) 

If r/> = 0 and 0 = 1T, then Al is a symmetric matrix and the 
above procedure fails. It can be shown that in this case the 
top left-hand 3 X 3 submatrix takes the form 

H = (1 - 202
)/ + 2(aaT + bbT

). 

Now a and b are eigenvectors of Hbelonging to the eigenval­
ues 1 and - 1, respectively. It is convenient to refer to 
Al (a,b,O,r/» as the standard form for the vector transforma­
tion operator. 

III. THE MEANING OF THE TENSOR 

In certain special cases like (9), the physical meaning of 
the parameters occurring in the Lorentz operator 
Al (a,b,O,r/» is quite clear. Another case is 

AI(i,O,O,r/» =RI(i,O)LI(i,r/». 

In an attempt to arrive at a general physical meaning for a 
and b we define the four-vectors 

A = (~), D = (i ~ b), 
B=(b) E=(aAb) o ' ib' 

using an obvious notation. They satisfy 

A·A =B·B=E·E= -D·D= 1, 

(14) 

A ·B=A ·E=A ·D=B·E=B·D=E·D=O. 

Also 

1307 

UA =0= UD, UB = iE, UE= -iB, 

UDA =D, UDD=A, UDB=O= UDE. 
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It follows that 

Al (a,b,O,r/>)(D ±A) = exp( ± r/>)(D ±A), (15) 
Al (a,b,O,r/>)(B ± iE) = exp( ± iO)(B ± iE), 

whenceA and D are left invariant by Al (a,b,O,O) and B and 
E by Al (a,b,O,r/> ). Hence every Lorentz transformation for 
which 0 = 0 or r/> = 0 transforms only that part of space-time 
that is left invariant by the other. The two projection opera­
tors U 2 and U D' satisfy 

U 2 + U D '=/, 

and decompose space-time into two subspaces; a and b spe­
cify that decomposition. 

The general transformation with 0 =l=0=l=r/> leaves none 
of these vectors invariant. Nevertheless, the decomposition 
still occurs and is specified by a and b. 

A second way of attaching physical meaning to a and b 
will emerge in Sec. V, where they will be expressed in terms 
of axes of rotation, directions of relative velocities, etc. 

Finally, in certain cases, a and b can be expressed as 
simple functions of the initial and final vectors of a Lorentz 
transformation.4 

IV. THE OPERATOR FOR THE TWO·COMPONENT 
SPINOR 

By means of the formalism described above we can 
study, for instance, the invariance properties of any product 
of Lorentz operators. Such a study would be hampered by 
the labor of mUltiplying 4 X 4 matrices. To minimize this 
labor, the discussion of such products was often limited to 
the infinitesimal cases. 2 

We now assume that for a given physical Lorentz trans­
formation the general operator in the vector and spinor re­
presentations contain the same antisymmetric tensor and 
"angular" variables. Hence the properties of the tensor ob­
tained from the spinor operator with its very simple multipli­
cation rules can be used in the vector case and no multiplica­
tion of 4 X 4 matrices is required. To utilize this approach we 
require the general Lorentz operator for the two-component 
spinor. 

In the theory of the two-component spinor, the coordi­
nate-free pure rotation and pure Lorentz operators are, re­
spectively, given by 

R2 (it,O) = exp(!iOa· it) = c + ia· as, 
L 2 (0.,r/» = exp(!r/>a· 0.) = C + a· US, 

where 

c = cos(O 12), s = sin(O 12), 

C = cosh(r/>/2), S = sinh(r/>/2), 

(16) 

and ~ (j = 1,2,3) are the 2 X 2 Pauli matrices while it and 0. 
are unit vectors. The property of the 2 X 2 matrices R2 and L2 
that qualifies them as pure rotation and pure Lorentz opera­
tors is that 

det R2 = det L2 = 1. 

By borrowing ideas from the standard form for the vec­
tor transformation described above, we generalize (16) to 
the following general Lorentz operator for the two-compo­
nent spinor: 
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A2(a,b,0,~) 

= exp(i!a· (a + lb)O)exp(!a· (a + lb)~) 

= (C + isa· (a + lb»)(C + Sa· (a + Ib»). (17) 

The determinant of this matrix operator equals unity pro­
vided that 

(a+lb)· (a+lb) = 1, 

which is the same as (4) for the vector operator. Hence A2 is 
a Lorentz operator that contains six independent parameters 
and can be regarded as the standard form for the spinor 
operator. It can be expressed as the product of two commut­
ing factors: 

A2(a,b,0,~) = A2(a,b,0,0)A2(a,b,0,~). 

v. APPLICATIONS 

We illustrate the procedure described above by a few 
examples. 

(i) The product of two pure Lorentz operators has been 
considered with certain specific practical objectives in 
mind.3 We now consider more general objectives. 

For any given D'~I,v'~2 we express the product of two 
pure Lorentz opertors in the standard form according to 

L2(D'~I)L2(v'~2) = A2(a,b,0,~); 

then we have to determinea,b,O, and~. Now (16), (17), and 
the elementary result 

( a • u)( a • v) = u • v + fa • (u A v) 

for Pauli matrices must be used. We separate real and imagi­
nary parts and equate coefficients of corresponding IT's. 
Then we have 

sS=O, 

cC= CIC2 + D· VSIS2' 

cSa - sGb = CIS2V + C2SID, 

sCa + cSb = SIS2D A V, 

where 

Cj = cosh(~/2), Sj = sinh(~j/2). 

(18) 

and 

k 'E = (u{ - CIS2 + S IC2(D· v)} + HCIS2(D· v) - SIC2}) 
iSIS2{1 - (D. V)2} 

where k and k I are known constants but unimportant for our 
purposes. 

In the following examples the products of pure vector 
operators have been expressed in standard vector form by 
first carrying out the spinor multiplication as was done 
above. Where appropriate the space left invariant by a given 
operator may be found according to Sec. III. 

(ii) For the product 

RI(D,OI)LI(D'~I) = AI(a,b,O,~), (21) 

it follows that 

CC=CICI, 

sS = SISI (D· D), 

cSa - sGb = SI (ciD - SID A D), 

sCa + cSb =sICID, 

and in the special case where 

D·D = 0, CICI < 1, 

we have ~ = 0 and 

C=CICI' 

sa = SICID, 

sb = SI (SID A 0 - clu), 

whence 

RI(D,OI)LI(D'~I) = Al (a,b,O,O). 

Ifin (22) 

DAD = 0, CICI> 1, 

then 0 = o and 

RI(D,OI)LI(D'~I) = AI(a,b,O,~), 

where 

C=CICI, 

Sa = SI (ciD - SID A D), 

(22) 

(23) 

(24) 

Hences = OorS = o while cCobviously takes values greater Sb = SICID. 
than unity and therefore s = 0, C = 1. ( iii) If in (21) 

Now Eqs. (18) become 01 = 1T, D. D = 0, 

C = CIC2 + D· VSIS2' then from (22) 

Sa = CIS2V + CzSID, 

Sb = SIS2D A v, 

(19) 

from which the unknowns~, a, and b can be determined in 
terms ofD'~I'v, and ~2' From the assumption of Sec. IV we 
have at once for the vector formulation 

(20) 

with (19) also holding for (20). From (19) a A b can be 
found and then by ( 15) the space left invariant by the opera­
tor (20) is given by all linear combinations of 

kB= (0 ~ v), 
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C=O, S=O, 

a = CID, b = SID A D. 

Hence 

RI(D,1T)LI(u'~I) = Al (a,b,1T,O) , 

ifu· D = O. This is perhaps one of the simplest ways ofillus­
trating the part played by b. 

(iv) The general operator can be decomposed into a 
product of pure operators according to 

AI(a,b,8,~) =RI(n,81)LI(U'~I)' (25) 

where 

C
I 

= (a2C 2 _b 2c2 )1/2, 
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and 

CI =cCICI , 

SIC1U=aSC-bsc-a A b(C 2-c), 
0= (at + bn/(a2t 2 + b 2T2) 1/2, 

t = tan(B 12), T= tanh(~/2). 

(26) 

(v) The operator for transforming from the rest to the 
laboratory frame of reference is given by the similarity trans­
formation 

L 1-I(v'~I)RI(D,B)L(v'~I) = AI(a,b,B,O), 

where 

a= (C~ +S~)D-2S~(v·D)v, 

b = 2SI CID A V. 

A second similarity transformation is 

L 1- I(V'~I)LI (u,~ )L I (V'~l) = Al (a,b,O,~), 

with 

a= (C~ +SDu-2S~(v·u)v, 

b = 2SI CI U A V. 

(27) 

(28) 

(29) 

A third one is obtained by adjusting (29) and then multiply­
ingby (27): 

L 1-I(v'~I)RI(D,B)LI(D,~)Ll(v'~I) 

= Al (a,b,B,O)AI (a,b,O,~) 

= AI(a,b,B,~), (30) 

where a and b are given by (28). According to (27), (29), 
and (30), AI(a,b,B,~) and its two factors can be trans­
formed to pure operators or products thereof by means of 
similarity transformations involving only a pure Lorentz op­
erator. To solve (28) for 0, V, and ~I when a and b are given 
may be a formidable nonlinear problem. 

VI. A SINGULAR OPERATOR 

The above discussion of the usual or regular Lorentz 
operator was based on assumption (4) in the characteristic 
equation (2). Now assume that in (2) we have 

a • a - b • b = 0, a • b = 0, or (a + zb) 2 = O. (31) 

Then 

A. 4 = 0, 

and, from (3), 

U3=0= U D3
• (32) 

It follows that U has four zero eigenvalues but only two 
linearly independent eigenvectors 

(') (' A 6) A. = 0' D. = i ' (33) 

the last one being a null vector. The Lorentz transformation 
operator generated by U is 

A~ (a,b) = exp(iU) 

=I+iU-~U2, (34) 

after using (32). Since the magnitude of a or b is not pre­
scribed, it seems superfluous to consider exp (i UB) instead of 
(34). This operator contains four arbitrary parameters and 
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has four eigenvalues equal to unity, but only the two linearly 
independent eigenvectors (33). 

We could consider the operator 

exp( UD) =] + UD + ~UD2 

arising from U D. However, since a and b have the same mag­
nitude this operator is essentially the same as (34). 

Because of the unusual property (32) of U it is conven­
ient to refer to A~ as a singular Lorentz operator. It is a 
generalization of the operator discussed by Hamermesh. S 

For given A~ we have 

iU = ~(A~ - (A~ ) T), 

from which a and b follow. 
The corresponding two-component spinor operators Ai 

is obtained by starting from (17) and using (31) . We find 

Ai (a,b) = exp(!ia· (a + zb») 

=]+~ia·(a+zb) 

=]+~a·(-b+ia). (35) 
We have now studied the Lorentz operators resulting 

from the choices ( 4) and (31) in (2). Still other choices are 
possible but we shall not discuss them. 

VII. CLOSE ASSOCIATION OF A AND A-

Despite the widely differing properties of the regular 
and singular operators we have the following result. If 

u·D = 0, CICI = 1, CI =1= 1 =l=CI , 

then 

RI(D,BI)LI(u'~I) = A~ (a,b), 

where 

a = 2sI CI D, 

b = 2S1(sID A U - clu). 

(36) 

(37) 

This follows at once by substituting ( 16) into (36) and using 
(35): 

R2(D,BI)L2(u'~I) 

=] + ia· [SICID + iSl(SID A U - clu)] 

=] + !ia· (a + zb) 

= Ai (a,b). 

We can also prove (36) directly by starting from (23) or 
(24) and then letting c I C I -+ 1. 

Another example of the close association of the regular 
and singular operators is obtained when we seek the most 
general operator that leaves a given null vector 

invariant. From (33) 

A~ (a,b)N=N, 

and the properties of a rotation 

RI(a 1\ b,BI)N=N, 

where 

a • b - b • b = 0, a • b = O. 

C.B.vanWyk 1309 



                                                                                                                                    

Hence the spinor operator we are looking for is given by the 
product 

R2(i A 6,0)A~ (a,b) = A2(a, p,O),O), 

where 

and 

2s)a = cIa - sIb + 2s)i A 6, 
2s) P = s)a + c)b, 

a 0 a - pop = 1, a 0 p = 0. 

Here we have used (16), (17), and (35). Consequently 
A 

A)(a,p,O),O) =R)(i A b,O)AHa,b) 

is the required operator. It is a generalization of the one 
studied by Han and Kim. 6 

Third, we consider the product of two operators of the 
type A2(a,b,1T,0). From (17) we have 

A2Ai = - (0'0 (p + iq»)(a o (P + iQ») 

= - ( p + iq) 0 (P + iQ) 

- ia 0 [( p + iq) A (P + iQ)], 

where 

(p+iq)2= 1 = (p+iQ)2. 

Now 

[( p + iq) A (P + iQ)]2 

= ( P + iq)2(P + iQ)2 _ ( P + iq) 0 (P + iQ»)2 

=0, 

if we choose p, q, P, and Q in such a way that 

( p + iq) 0 (P + iQ) = - 1. 

In this case (38) becomes 

A2Ai = I + ~i(1 0 (a + lb), 

where 

(a + Ib)2 = 0. 

Ifwe compare (40) with (35) we have 

A2 ( p,q,1T,0)A2 (P,Q,1T,0) = A~ (a,b), 

where 

-~(a+lb) = (p+iq) A (P+iQ), 

(38) 

(39) 

(40) 

and provided that (39) holds. As before, subject to (39), we 
have for the vector operators 

A)(p,q,1T,O)A)(P,Q,1T,O) = A~ (a,b). 

Hence the product of two regular operators may be a singu­
lar operator and conversely. 

VIII. GENERAL OPERATOR FOR THE FOUR· 
COMPONENT SPINOR 

The operator for the general Lorentz transformation of 
a four-component spinor will be discussed very briefly. 
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The pure rotation and pure Lorentz transformation for 
the four-component spinor are given by 

r/J' = exp[ia' 0 n(O /2) ]r/J, 

r/J' = exp[a 0 0(<,6/2) ]r/J, 
(41 ) 

respectively, where the 4 X 4 Dirac matrices like (1' and a 
will be defined below. These transformations have the invar­
iance property 

~'r/J' = r/J'*/N' = r/J* /3r/J = #. (42) 

Note that each of these transformations is already coordi­
nate free but contains only three independent parameters. 

Following previous works we generalize these pure 
transformations so that six independent parameters are in­
volved. This is done by introducing the 4 X 4 matrices 

v = (1' 0 a + ia 0 b, 

VD = a 0 a + ia' 0 b = - Ys V, 

where a and b are real three-vectors and 

where (1 are the 2 X 2 Pauli matrices. Also 

Ys = ia)azCZ3' a = - Ys(1' = - a'ys, 

fs = I, Ys V = VYs, Ys VD = VDys· 

Hence 

V 2 =I= V D', VV D= VDV= - Ys, 

provided that 

(43) 

(44) 

a2 _b 2 =1, aob=O. (45) 

The Hermitian conjugate of Vand V D are given by 

V*=/3V/3, VDo= -/3VD/3. (46) 

Either of ( 41) can now be generalized to 

r/J' = A3(a,b,0,<,6 »r/J, (47) 

where 

A3 = exp(iV(O /2»exp(VD(<,6/2») 

(48) 

and contains six independent parameters. From (43) and 
( 46) it follows that 

At /3A3 =/3, 
which ensures that (47) satisfies (42). Hence (48) is the 
required Lorentz operator for the four-component spinor. 
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Given arbitrary initial vector(s) and their final vector(s) in a Lorentz transformation, the 
problem is to determine the operator of the transformation. The solution presented here consists 
of expressing the tensor contained in the Lorentz operator in terms of the given vectors and then 
the operator itself follows by the exponentiation of a generating matrix. This is possible in certain 
special cases. In the general case a number of simultaneous nonlinear equations have to be solved. 
The analytical solution of these equations is elusive while attempts at numerical solution indicate 
that supplementary information is required. The corresponding procedure for a singular operator 
is also presented. 

I. INTRODUCTION 

Various attempts have been made to express a rotation 
operator I and a Lorentz transformation operator in terms of 
the initial and final vectors of the transformation.2 See Frad­
kin for further references. 

The attempt described in this paper is based on the for­
mulation of the general Lorentz transformation operator 
presented previously.3 This formulation expresses the gen­
eral Lorentz operator Al (a,b,O,t,6) as a product of two Lor­
entz operators Al (a,b,O,O) and Al (a,b,O,t,6) and each of 
these factors is derived by exponentiation from a generating 
matrix that contains an antisymmetric tensor of the second 
rank with components a and b. 

This theory is applied to the subject of this paper by 
expressing the tensor and the generating matrices in a direct 
way in terms of two arbitrary given initial vectors and the 
resulting final vectors and then the required operators Al 
(a,b,O,O) and Al (a,b,O,t,6) follow quite simply by exponen­
tiation. 

Fradkin uses eigenvectors of the Lorentz operator Al 
(a,b,O,O) as initial and final vectors to construct his operator 
and therefore his approach is rather specialized. 

It is shown that to obtain the general Lorentz operator 
from two given but arbitrary initial vectors and the resulting 
final vectors, a system of simultaneous nonlinear equations 
must be solved. These equations are presented below but an 
analytic solution is still outstanding. Subsequently numeri­
cal methods were applied and it appears that two initial and 
two final vectors do not provide enough information to spe­
cify the operator. Ways to supplement the information are 
suggested. 

The construction of the operator for a singular Lorentz 
transformation appears to be straightforward. 
II. THE OPERATOR A1 (a,b,O,t,6) 

Let x be an arbitrary vector that is linked with x' by the 
Lorentz transformation3 

x' = Al (a,b,O,t,6)x, 

where 

Al (a,b,O,t,6) = I + sinh(t,6) U D + (cosh t,6) - l)UD', 

(1) 

(2) 

and 

U=( i~~ 
-la2 

-bl (3) 

UD = (_Ob3 = ~::) 
b2 - ia3 • 

ia l ia2 ia3 ° 
As before X 4 = iet, a' a - b • b = 1, a' b = 0. 

For arbitrary x and the x' resulting from (1) we have to 
find a, b, and t,6 and therefore Al (a,b,O,t,6). Since U U D = 0, 
we can eliminate t,6 by multiplying (1) by U, and then the 
problem of finding a and b reduces to 

U(x' -x) =0. 

In an obvious notation, this means that 

ia 1\ (x'-x) + b(x. - x 4 ) = 0, 

b· (x' - x) = 0. 

(4) 

(5) 

(6) 
For arbitrary a, (5) provides a b that satisfies (6). Hence the 
data is insufficient to determine a and b uniquely and we 
need another arbitrary vector y that is linked to y' as in (1). 
From (6) and the corresponding equation for y' - y we have 
at once 

kb = pl\q, 

where 

(7) 

p = x' - x, q = y' - y, (8) 

and k is a real number. From (5) and the corresponding 
equation for y we find 

ka = i(p q4 - qP4)' (9) 

while 

k 2 = (pq)2 _ p2q2 ( 10) 

follows from 

a·a-b·b=l. 
As is usual the notation x T for the transpose of x will be used 
only under special circumstances. We can reformulate (4), 
(7), and (9) as follows. If 
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Up=O= Uq (p=!:q), (11) 

then 

kUD=pqT _qpT. (12) 

Having expressed a and b in terms of x, x', y, and y', we 
proceed to do the same for t/J. From (1), (2), and (8), it 
follows that 

cosht/J-1 = (px)/(XU
D2

X) =k 2IN, (13) 

where, from (12) 

k 2xUD2X = (px)N, 

and 

N = 2(x'q) (xq) - q2(pX) 

= 2[ (px)(qy) - (py)(xq) l. 
From (13), it follows that 

sinh2 t/J = (k 21N2) (k 2 + 2N) 

= (k 2IN 2)(xy' _x'y)2, 

whence 

sinh t/J = k( (x' + x)q)IN 

= k(xy' - x'y) IN. 

Substitution of (12), (13), and (15) into (2) yields 

(14) 

(15) 

Al (a,b,O,t/J) = 1+ (liN) [(xy' - x'y) (pqT _ qpT) 

+ (pqT _ qpT)2J. (16) 

Now (16) is the operator of (1) expressed in terms of x, x',y, 
andy' as required. This operator leaves the spacelike vectors 

B = ro), E= (ai~b) 
invariant and transforms the space defined by the vectors 

where the latter is a timelike vector.3 Fradkin derives a simi­
lar operator by using invariance properties. There is, how­
ever, an important difference in that our x and y may be 
arbitrary vectors and need not be eigenvectors of some oper­
ator as required by Fradkin. Note that x' - x and y' - y 
belong to the timelike space of A and D despite the arbitrari­
ness ofx andy. 

The case excluded in (11) occurs if 

y=x+z, 

where z is any linear combination of B and E. Then 

y' =x' +z and p =q. 

If x is in the plane of A and D, then 

where 

M = x2(x'x + x2). 

Since Al (a,b,O,t/J) does not have - 1 as an eigenvalue, M 
vanishes only when x is a null vector. 

In the pure Lorentz operator, b = 0, and it follows from 
(7) that 

p = q, p = 0, or q = O. 

If we choose q = 0, q4 = i, then from (9) 

ka= -po (19) 

Despite this choice we can still regard q as a four-vector and 
the theory of (12)-( 16) remains valid. In this case the first 
forms of ( 14) and (15) are convenient. 

Alternatively, note that (19) follows directly from the 
pure Lorentz transformation in the form 

x' = L(o.,t/J )x, 

and 

x' = x + [- ix4 sinht/J + (cosht/J - 1)0. ·xlo.. 
This procedure suffers from a lack of symmetry but it re­
quires only one vector x. 

III. THE OPERATOR A1 (a,b,O,O) 

This operator is treated in almost the same way as Al 
(a, b,O,t/J ). In this case (1) is replaced by 

x' = Al (a,b,e,O)x, (20) 

where x is arbitrary and 

Al (a,b,O,O) = I + i(sin 0) U + (cos 0 - 1) U 2
, 

and again we need a second arbitrary initial vector y and the 
corresponding final vectory' satisfying (20). For given x, x', 
y, andy' we must find Al (a,b,e,O). We now have 

UDp = 0 = UDq, (21) 

with p and q given by (8). As in (11) and (12), we now 
conclude, on the basis of (21 ), that 

or 

Ka=p/\q, 

Kb = - i( pq4 - qP4)' 

where 

K2 =p2q2 _ (pq)2 

follows from 

a·a-b·b=1. 

(22) 

(23) 

(24) 

Ux = 0 and Ux' = 0, 

and 

( 17) Having found U in terms of x and x' we now tum to O. From 
(20) it follows that 

kUD=x'XT _XX,T, 

and y is not required. Then 

k 2 = (X'X)2 _ X4, 

cosh t/J = (x'x)lx2, sinh t/J = k IX2, 

Al = I + (11M) [(x'x + x2) (x'xT - XX,T) 
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cos 0 - 1 = (px)lxU2x 

= -K 2IN, 

where N is given by (14). As for sinh t/J we have 

(18) sin2 0 = (K2IN2)(2N - K2) 

= (K2IN 2) (xy' _ x'y)2, 
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whence 

sin 8 = K(xy' - x'y)/N. 

Finally we have the required operator 

AI (a,b,8,0) =1 + (liN) [(xy' _x'y)(pqT _qpT) 

+ (pqT _ qpT)2]. (26) 

When 8 = 1r we have from (20) 

AI = (a,b,1r,O) = I - 2U 2
• 

If we expand 

x=aA +8D+/3B+ rE, 
and similarly for x',y, andy', where A, B, E, andD are the 
vectors defined in Sec. II and a,/3, r, and 8 are real numbers, 
then it can be shown that 

x'y = xy', py = xq, 

so that sin 8 vanishes indeed. Hence from (26), 

AI (a,b,1r,O) = 1+ (liN) (pqT - qpT)2. (27) 

Formally (26) is the same as (16) for AI (a,b,O,~). Their 
basic difference is contained in (10) and (24), which indi­
cate that the initial and final vectors of A I (a, b,O,~) define a 
timelike space while those of AI (a,b,8,0) define a spacelike 
space. 

Should it happen that 

Ux = 0, then Ux' = 0, 

a situation similar to (17) and (18) arises, and y is not re­
quired. 

In the special case of a pure rotation we have 

b=O, P4=q4=0, 

in accordance with (23). It follows that for a rotation we still 
need two initial three-vectors x and y and the corresponding 
final vectors x' and y'. 

IV. THE OPERATOR A1 (a.b.8,~) 

In the discussion of AI (a,b,8,0) and AI (a,b,O,~) 
above, we succeeded in eliminating 8 and ~, respectively, by 
muliiplying the Lorentz transformation by U D and U, re­
spectively.After the determination of a and b it was easy to 
find 8 or~. 

We now deal with the general case 

x' = AI (a,b,8,~)x 

= AI (a,b,8,0)AI (a,b,O,~)x 

=x+i(sin8)Ux+ (cos8-1)U 2x 

+ (sinh~)UDx+ (cosh~-1)UD2x. (28) 

We eliminate ~ by multiplying (28) and the corresponding 
equation in y by U. Then 

Up=O= Uq, 

where 

p = x' - x cos 8 - i(sin 8) Ux, 

q =y' - y cos 8 - i(sin 8)Uy. 
(29) 

This situation is similar to the one in (11) and (12), and 
therefore 
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or 

kb = pAq, 

ka = i(p q4 - qP4)' 

Since 

Ux = (ia A x + X4b), 
- b·x 

(30) 

it follows that Eqs. (29) express P and q in terms of the given 
x,x',y, andy' and the unknowns a,b, and 8. Eliminationofp 
and q between (29) and (30) yields a set of nonlinear equa­
tions for a, b, and 8. 

If we have solved for a, b, and 8, the multiplication of 

(27) by U D2 andxT yields~ in the form 

cosh ~ = X'U
D2

X/(XU D'x). 

In the special case where 8 = 1r, Eqs. (29) reduce to 

p=x' +x, q=y' +y, 

(31) 

and then the nonlinearity vanishes and the solution for 
AI (a,b,1r,~) follows the simple pattern of Sec. II. 

Similarly, elimination of 8 by the multiplication of (28 ) 
by U D yields 

UDp=O= UDQ, 

where 

P=x' -x cosh ~ - (sinh ~)UDX, 

Q = y' - y cosh ~ - (sinh~) UDy. 
(32) 

Now the situation is similar to that in (21 )-(24), and there­
fore 

Ka=PAQ, 
(33) 

Kb = i(P4Q - Q4P), 

Since 

UDx = (- b~x - i8X4), 
la· x 

it follows that elimination of P and Q between (32) and (33) 
yields a set of nonlinear equations for the solution of a, b, and 
~. 

The formula for 8, corresponding to (31), is given by 

cos 8 = x'U 2X/(XU 2x). (34) 

In the general case where 8 #0, 8 =l1r, no success was at­
tained with an analytical solution of (30) and (33). This 
holds also for attempts to solve for a and b in terms 8 or ~. 

Using the NAG Fortran routine COSNBF, numerical solu­
tions of (30) for a and b for arbitrary 8 and of (33) for a and 
b for arbitrary ~ were obtained. The missing ~ or 8 follows 
from (31) and (34). These two sets of values of a, b, 8, and ~ 
suggest that two arbitrary initial vectors and the resulting 
final vectors do not contain enough information to deter­
mine the Lorentz operator uniquely. 

Additional information may take the form of the trace 
of AI' which is given by 

TrAI (a,b,8,~) =2(cos8 +cosh~). (35) 

Attempts to solve the eight equations (30), (31), and (35) 
for the eight unknowns a,b,8,~ have had moderate success. 
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The numerical method relies heavily on the accuracy of the 
initial estimates. 

Another source of the missing information could be the 
introduction of a third arbitrary initial vector z and the re­
sulting final vector z'. 

v. THE SINGULAR OPERATOR 

We now tum to the operator A~ discussed before? It is 
given by 

A~ (a,b) = exp(iU) 

=1+iU-~U2, (36) 

where U and U D are given by (3) with 

a • a - b • b = 0, a • b = 0, 

whence 

U 3 =O. 

As before we assume that in 

x' = A~ (a,b)x, y' = A~ (a,b)y, 

(37) 

(38) 

where x and yare given arbitrary vectors, x' and y' are also 
given, while A~ (a,b) is to be determined in terms of x, x',y, 
and y'. As before, 

UD(x' -x) = 0, 

and therefore 

ka = p;\q, kb = i(P4q - q4P), 

or 

ikU = pqT _ qpT, 

where 

P = x' - x, q = y' - y. 
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(39) 

The desired operator is then 

A~ =1 + (l/k)(pqT _qpT) + (l/2k2)(pqT _qpT)2. 
(40) 

The only unknown parameter in ( 40) is the constant k intro­
duced in (39). From (37) and (39) it follows that 

(pq)2 _ p2q2 = 0, 

leaving k undetermined. The value 

k = !(x' + x)q = !(xy' - x'y) 

follows when we require (40) to satisfy (38) .. 

(41) 

(42) 

According to (41), the initial and final vectors of A ~ 
define a null space. 

According to previous work3 one would expect the op­
erator (40) to be closely associated with (16) and (26). In 
particular (40) would be equal to a product of two suitable 
operators of the type (27). To demonstrate this in the ab­
sence of a presentation of the spinor operator in terms of 
initial and final states would require a considerable amount 
of algebra. 
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Electromagnetic-type fields in Euclidean four-space are studied by changing the sign of the time 
differential term in Faraday's law ofinduction. Although a covariant set offield equations can be 
derived, difficulties arise in the case of time-dependent fields. 

I. INTRODUCTION 

Euclidean four-space and its associated coordinate 
transformations may provide a feasible model to pursue 
studies in superluminal physics. The coordinate transforma­
tions of this particular four-space are analytical and inverti­
ble for observers moving at any constant speed that is finite. 
This is a result of the fact that the metric of flat Euclidean 
four-space is positive definite, and there is no light cone. It 
may be possible to develop a tachyon theory for Euclidean 
four-space, although there is a great deal of controversy 
about superluminal electromagnetic fields. 1 

Studies on electromagnetic fields subject to subluminal 
and superluminal Lorentz transformations are extensive.2 

The fundamental structure of electromagnetic-type fields 
has been extensively studied by a number of authors. 3 How­
ever, an attractive feature of flat Euclidean four-space and its 
associated transformations is the absence of any preferred 
reference frames,4 or imaginary position coordinates.s In 
Sec. II, fundamental definitions pertaining to flat Euclidean 
four-space are presented. In Sec. III, the transformation 
equations for electromagnetic-type fields are presented, 
along with the covariant field equations. In Sec. IV, remarks 
are made on dynamic fields, which includes the solutions to 
wave equations for the cases ofthe vacuum and an arbitrary 
source distribution. In Sec. V, a summary of this paper is 
presented. 

II. FUNDAMENTAL DEFINITIONS 

The Riemannian space metric for a flat Euclidean four­
space is expressed as 

gil" = {01, 1-l..J.= v, (2.1) 
, I-l-r V , 

where I-l = 0,1,2,3 and v = 0,1,2,3. The metric signature is 
( + , + , + , + ). The generalized Riemannian space co­
ordinates are defined to represent Cartesian coordinates. A 
particular dimension in Euclidean four-space is arbitrarily 
chosen to represent time: 

(X°,x1,x2,x3) = (t,x,y,z). (2.2) 

Consider two parallel frames S and S' in relative motion 
along the X direction, such that their origins coincide at the 
time t = t ' = O. The square of a four-space "interval" du, 
between two infinitesimally separated events, is defined by 

3 

(du)2 = (dt)2 + L (dxll)2 (2.3) 
1l=1 

in frame S, and is defined by 
3 

(du,)2 = (dt,)2 + L (dxll')2 
1l=1 

(2.4) 

in frame S '. There exists a set of coordinate transformations 
(in differential form) defined as 

dt'=A(dt+vdx) , (2.5) 

dx' = A(dx - v dt) , 

dy' =dy, 

dz'=dz, 

A = (1 + V2 )-1/2, 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

where v is the relative speed of S' with respect to S, expressed 
as a fraction of the speed of light. The coordinate transfor­
mations above insure that the four-space "interval" is invar­
iant: 

(2.10) 

The relationship between the Euclidean four-space 
transformations and the Lorentz transformations is ob­
tained by a simple pure imaginary mapping, 

x-ix, 

x'_ix' , 

v-iv, 

(2.11 ) 

(2.12) 

(2.13) 

i = ( - 1)1/2, (2.14) 

performed on the transformation equations (2.5)-(2.9). 
Contravariant vectors and partial derivatives are related to 
their covariant forms by 

(2.15 ) 

all = gil" a" , (2.16) 

therefore, in a flat Euclidean four-space endowed with the 
metric (2.1), 

w"= w", (2.17) 

a"=a". (2.18) 

The components of a source density four-vector would 
be expressed as 

Jil = (p,J",Jy,Jz) , (2.19) 

where p is the scalar source density, and J" , Jy , Jz are the 
Cartesian components of a three-space source density vec­
tor. The components of an electromagnetic four-vector po­
tential are expressed as 
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(2.20) 

~here tP is the scalar potential and A x' Ay, A z are the Carte­
sian components of a three-space vector potential. The mi­
nus sign in front of the scalar potential in the first component 
of AIL is necessary to obtain a set of covariant field equations 
in Euclidean four-space. The electric-type and magnetic­
type fields in Euclidean four-space are connected to a scalar 
potential and three-space vector potential. In three-vector 
notation, 

B=VXA, 

E=V..I.+ aA 
'I' at' 

(2.21) 

(2.22) 

[B = (Bx,By,Bz), E = (Ex,Ey,Ez ), A = (Ax,Ay,Az)] . 

The electromagnetic field strength tensor in Euclidean 
four-space will be expressed as 

(2.23 ) 

which is the electromagnetic field strength tensor of the 
Maxwell theory.6 The tensor (tv obeys the transformation 
law 

(2.24) 

Expanding the Laplace-Beltrami operator 

02 = ~ ~ {gg"v ~} , 
g axIL axv 

(2.25) 

where 

g = Idet(gILv W12 (2.26) 

on Euclidean four-space yields 

02=~+ V2 
at 2 ' 

(2.27) 

where V2 is the usual Laplacian operator. Equation (2.27) is 
form invariant with respect to tranformations in Euclidean 
four-space. 

III. ELECTROMAGNETIC FIELD EQUATIONS 

Maxwell's equations are not form invariant with respect 
to coordinate transformations of Euclidean four-space 
[(2.5)-(2.9)]. Maxwell's equations can be "fixed up" by 
changing the sign of the time differential term in Faraday's 
law of induction. This simple sign change has important con­
sequences; it changes the meaning of the induction law of 
electrodynamics and the form of wave equations. (More will 
be said on this subject in Sec. IV.) 

Consider a frame S' (as defined in Sec. II) boosted to a 
speed v, relative to a parallel frame S. The field equations in 
frameS' (expressed in three-vector notation) are assumed to 
be 

1316 

V'·E' = 41rp' , 

V'·B' =0, 
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(3.1) 

(3.2) 

V'XE'= aB' 
at' , 

V'XB' = 41TJ' + aE' . 
at' 

(3.3 ) 

(3.4 ) 

The differential operators, and components of the elec­
tric and magnetic-type fields may be transformed from the 
boosted frame S ' to the lab frame S. The chain rule of partial 
differentiation can be applied utilizing the inverse coordi­
nate transformations of Euclidean four-space. The following 
set of operator transformations are obtained: 

~=vA~+A!.... 
at' ax at' 

(3.5) 

~=A~-vA!.... 
ax' ax at' 

(3.6) 

a a 
-=-, 
ay' ay 

(3.7) 

a a 
(3.8) az' az 

Making use of (2.23), (2.24), and the Euclidean four­
space coordinate transformations, field components trans­
form as follows: 

E~ =Ex , (3.9) 

E; = A(Ey + vBz ) , (3.10) 

E; = ACEz - vBy) , (3.11 ) 

B~ =Bx ' (3.12) 

B; = A (By + vEz ) , (3.13 ) 

B; =A(Bz -vEy ). (3.14 ) 

Finally, the application of operator and field component 
transformations in Euclidean four-space, combined with the 
transformation equations for the source density four-vector, 
will transform the field equations in the boosted frame to 

V·E= 41Tp , (3.15) 

V·B=O, (3.16) 

VXE = aa~ , (3.17) 

VXB = 41TJ + aE . (3.18) 
at 

The above result shows that the Maxwell equations con­
taining a sign modification for Faraday's law of induction 
are form invariant with respect to coordinate transforma­
tions in Euclidean four-space. An important special case of 
the above result is that of static electromagnetic fields. In 
Eqs. (3.17) and (3.18) the time-dependent derivatives can 
be set equal to 0, which yields the Maxwell equations for 
static fields. The important implication of this is that the 
Maxwell equations for static electromagnetic fields are ap­
plicable for both Minkowski space-time and Euclidean four­
space. Just as impressive is the fact that a covariant formula­
tion of electromagnetic-type field equations is possible in 
Euclidean four-space. Utilizing the definitions for the source 
density four-vector, four-vector potential, field strength ten­
sor, and Laplace-Beltrami operator found in Sec. II, the co­
variant equations are stated in four-vector notation as 
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al'JI' = 0, 

al'A I' = 0, 

al'QI''' = 417'J", 

al'QVK + a "QKI' + aKQI''' = 0, 

02A I' = - 41TJI' , 

where ,u,v,K = 0,1,2,3. 

(3.19) 

(3.20) 

(3.21 ) 

(3.22) 

(3.23) 

Briefly stated, (3.19) is the continuity equation, and 
(3.20) is the Euclidean four-space analog of the Lorentz 
condition. The field equations (3.21) and (3.22) yield the 
Maxwell equations on Euclidean four-space and (3.23) 
yields the "wave" equations in terms of potentials. It may 
appear that a theory of electromagnetic-type fields in Euclid­
ean four-space could be constructed that is "parallel" to the 
Maxwell theory. However, some of the simple consequences 
of the above field equations are problematic, and this can be 
demonstrated by some simple examples. 

IV. REMARKS ON TIME-DEPENDENT FIELDS 

Although the static electromagnetic fields in Euclidean 
four-space can be described by Maxwell equations, there are 
at least two problems in case of dynamic fields. Consider the 
equation, 

aB 
VXE=-, 

at 
(4.1 ) 

where the sign preceding the time derivative term is deliber­
ately changed to achieve form invariance in Euclidean four­
space. The relation (4.1) (by way of elementary arguments 
utilizing Stokes' theorem) leads directly to the statement 

ff = d<l> (4.2) 
dt ' 

where ff is the emf and <I> is the magnetic flux. The emf and 
induced current in a metal loop, produced from a time rate of 
change in magnetic flux, would be in a direction opposite to 
that specified by Lenz's law. The positive sign in the time 
differential term, therefore, implies that the magnetic field 
produced by an induced current is in a direction such as to 
reinforce the original change in magnetic flux that produces 
it. This reinforcement effect will increase the total magnetic 
flux through the loop, which, in turn, would increase the 
emf. The result would be a "runaway" magnetic flux and 
emf. Difficulties arise with the solutions to wave equations as 
well. The vacuum wave equation for the electric field in Eu­
clidean four-space is 

V2E+ a2
E =0 

at 2 ' 
(4.3) 

which is derived by taking the curl on both sides of field 
equation (3.17) and utilizing (3.15) and (3.18) for the 
vacuum case. Following the approach of Reitz and Milford,7 

the complex solution for the electric field is 

E(x,t) = Eo exp( ± mz)exp( - imt) , (4.4) 

where m > O. (A similar solution for B can be obtained.) 
Monochromatic wave solutions for the vacuum in Euclidean 
four-space are either exponentially growing or decaying as a 
function of distance along the direction of propagation. The 
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wave equations in terms of potentials and in the presence of 
sources are given by (3.23). The equations are of the general 
form 

a 2"" v2
"" + -2 = 41Ta/(x,t) , (4.5) 

at 

where/(x,t) is a known source distribution. The constant a 
is either + 1 or - 1. A Green's function is assumed to exist 
such that 

[V2 + :t:] G(x',t';x,t) =417'a8(x-x')8(t-t') 

(4.6) 

and 

",,(x,t) = f f dt' d 3x' G(x',t';x,t)/(x',t'). (4.7) 

Using the straightforward approach by Butkov,8 we have 

{

a 1 
G(x',t ';x,t) = -;; Ix - x'I 2 + (t - t ')2 ' 

0, 

and the general solution is 

t' <t, 

t'>t, 

",,(x,t) =~fd3x'ft dt' /(x',t') . 
17' -00 Ix-x'1 2 + (t-t')2 

(4.8) 

(4.9) 

The time-dependent integration in the general solution 
shown above can be performed, and as a result, the solution 
can be further reduced to the form 

.1,( )- f d3 ,/(X',t±iIX-x'l) 
'I' x,t - a x ':""";'---'--='-'---""-

Ix-x'i 
(4.10) 

V.SUMMARY 

Changing the sign of the time differential term in the 
Maxwell equation, which expresses Faraday's law ofinduc­
tion, permits a set of field equations that are form invariant 
with respect to coordinate transformations in Euclidean 
four-space. Static electromagnetic-type fields are well de­
scribed by Maxwell equations in a flat Euclidean four-space. 
A covariant set of electromagnetic-type field equations can 
be found in Euclidean four-space. However, changing the 
sign in Faraday's law of induction changes the meaning of 
the induction law and the form of wave equations. Mono­
chromatic solutions to the wave equations in the Euclidean 
four-space vacuum (with no boundary conditions applied) 
contradict what is predicted by the Maxwell theory. The 
solutions for the vector and scalar potentials contains a Eu­
clidean four-space analog of advanced and retarded time 
that is complex valued. 
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The problem of obtaining the quantum theory of systems with first class constraints is discussed in 
the context of geometric quantization. The precise structure needed on the constraint surface of 
the full phase space to obtain a polarization on the reduced phase space is displayed in a form that 
is particularly convenient for applications. For unconstrained systems, any polarization on the 
phase space leads to a mathematically consistent quantum description, although not all of these 
descriptions may be viable from a physical standpoint. It is pointed out that the situation is worse 
in the presence of constraints: a general polarization on the full phase space need not lead to even a 
mathematically consistent quantum theory. Examples are given to illustrate the general 
constructions as well as the subtle difficulties. 

I. INTRODUCTION 

Let us begin with a brief summary of the geometric 
quantization scheme and the Hamiltonian formulation of 
classical systems with first class constraints. This discussion 
will serve as a platform on which the new results of the paper 
are based.! 

A. Geometric quantization 

Geometric quantization2
,3 offers a systematic procedure 

to isolate the new input that is required in the passage from 
the classical description of a physical system to its quantum 
description. Let r be the 2n-dimensional manifold, equipped 
with a symplectic structure !lab' representing the classical 
phase space of a given physical system.4 To obtain its quan­
tum description via geometric quantization, one proceeds in 
two steps. The first is called prequantization. One begins 
with the complex vector space of cross sections f/! of a U ( 1 ) 
bundle over r and introduces on it a Hermitian inner pro­
duct using the natural (i.e., Liouville) measure on r induced 
by !lab' The elements of the resulting Hilbert space Hp are 
called prequantum states. The remarkable thing is that, giv­
en any classical observable, i.e., a real-valued function/on r, 
there exists a (densely defined) symmetric opetator 0, on 
Hp such that the associationl ~ 0, is one to one, linear, and 
maps Poisson brackets to commutators: 

(1) 

where {f, g} is the Poisson bracket between the classical 
observables/andg. The explicit expression of 0, is given by 

0,0 f/!: = (flli) XJ Vb f/! + If/! (2) 

==(flli)!lab(aaf)Vb f/! + If/!, (2') 

where X J==!lab a a I is the Hamiltonian vector field off, and 
where V is a U ( 1) connection with curvature !l b' 2iflV[ a , a 

XVbJ ¢==!lab f/!. In the terminology more commonly used 
in physics, f/! can be considered as a U ( 1) Higgs scalar (with 
charge 1/fI) and nab as a U( 1) Yang-Mills field on r. (Re­
call that, since !lab is a symplectic structure, it is curl-free.) 
For simplicity, let us assume that !lab admits a global poten­
tialS Aa; !lab = 2 ala Ab J' One can "trivialize" f/! to obtain a 

aJ Alfred P. Sloan Research Fellow. 

complex-valued function on r (which we also denote by f/!), 
and, given a specific choice of A a , express the covariant V as 

Va f/! = (aa - (ilfl) Aa)f/!· 

Under a "gauge" transformation, 

Aa ~Aa +aa A, 

the complex function f/! transforms via 

f/! ~ (exp(ilfl)A)f/!. 

(3) 

(4) 

(4') 

This framework is for mathematical convenience only; there 
are, of course, no physical gauge fields in the system under 
consideration. 

Although the above prequantum description has many 
appealing features, it is not the quantum description. Indeed, 
if the phase space is 2n dimensional, the quantum states are 
functions of only n variables. The prequantum states, on the 
other hand, correspond (on trivialization, or, on "gauge" 
fixing) to functions on phase space, i.e., of 2n variables. 
Thus, to obtain quantum states from the prequantum ones, 
we must impose additional conditions that get rid of the de­
pendence of f/! on n of the 2n variables. 

This is achieved in the second step of the geometric 
quantization program. Introduce, at each point of r, an n­
dimensional subspace of the tangent space such that6 (i) the 
pullback of !lab to this subspace vanishes identically and (ii) 
the subspaces are integrable. Thus, the integral manifolds of 
these subspaces provide us with a foliation of r by Lagran­
gian submanifolds. The assignment of such a subspace to 
each point of r is called a polarization. We shall denote by 
P ( r) the subspace in the tangent space of r selected by a 
polarization P. Given a polarization P, one can consider the 
U ( 1) Higgs scalars f/! on r satisfying 

.!f v f/!: = va Va f/! = 0, (5) 

for all vector fields va that lie in P( r) at any point r of r. 
Note that, because of the use of the "gauge"-covariant deri­
vative, .(5) is "gauge" invariant. Since Valr is any vector in 
the n-dimensional subspace P( r) at r, (5) implies that f/! is 
in effect a function of only n variables. Condition (i) above 
on per) ensures that the n variables on which f/! effectively 
depends form a complete set of commuting observables, 
while (ii) ensures that (5) admits a "sufficient number" of 
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solutions. The Hilbert space of quantum states is to consist of 
suitably normalizable solutions to (5). (Note, however, 
that, in general, t/I satisfying (5) will fail to be square integra­
ble w.r.t. the Liouville measure on r. Therefore, from the 
viewpoint of the final quantum theory, the prequantum Hil­
bert space structure Hp is spurious.6

) To obtain the quantum 
Hilbert space H we proceed as follows. Note, first, that since 
the pullback of nab to the Lagrangian submanifolds of the 
polarization vanishes, we can always choose a "gauge" such 
that the pullback of A a to these submanifolds also vanishes,7 

i.e., such that 

vaAa = 0, (6) 

for all va tangential to P. In this "gauge," Higgs scalars t/I 
satisfying the polarization condition (5) are pullbacks to r 
of complex-valued functions-which we denote again by 
rf;-on the space CC of Lagrangian submanifolds ofP. (CC is 
an n-manifold and may be thought of as the "configuration 
space" selected by the polarization P. Note, however, that, in 
general, r cannot be identified with the cotangent bundle 
over CC since the Lagrangian submanifolds of P need not be 
vector spaces.) Choose on CC a nowhere vanishing n-form 
Ea, ... a. and set 

( .,. ) = i .1.. E dSa, ... a •. ¥',X ¥' X ac .. a. 
'iff 

(7) 

The complex Hilbert space obtained by Cauchy completion 
of the space of Higgs scalars satisfying (5) is the space of 
quantum states. Denote it by H. 

Next, we define a class of quantum operators. Let/be a 
classical observable whose Hamiltonian vector field Xi pre­
serves the given polarization P, i.e., satisfies 

2'v Xl l y EP(y), (8) 

for all vector fields va tangential to P. Then, Xi on r can be 
projected down unambiguously to a vector field X'J on CC. 
Define the divergence, Div XI' of X'J on CC via 

2' X
f 

Eac"a• = (Div XI)Ea, ... a.' (9) 

Now, associated with every classical observable/satisfying 
(8) we define a (densely defined) quantum operator F (see 
Ref. 8): 

Fo t/I: = (lili) x'Jaa t/I+ (/-XiAa)t/I 

+ (1i/2i) (Div XI)t/I 

==01 0 t/I + (1i/2i) (Div XI)t/I· 

( 10) 

(10') 

It is straightforward to check that if t/I satisfies the polariza­
tion condition (5), so does F 0 t/I, and that the addition of the 
factor (1i/2i)(Div XI) to 0 1 makes F symmetric w.r.t. the 
inner product (7). Thus, given a polarization P, we obtain a 
class of classical observables/ that have unambiguous quan­
tum analogs F.9 For this class, the Poisson brackets do go 
over to quantum commutators. If 

{f,f'} =/", (11) 

then 

[F,F'] = (lili)F". (11') 

There are ways of associating quantum operators with cer­
tain classical observables that fail to satisfy (8), an outstand-
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ing example being the procedure introduced by Blattner, 
Kostant, and Sternberg (BKS). 10 However, this association 
fails to preserve the relation between Poisson brackets and 
commutators. 

Finally, we note that although we had to introduce a 
nowhere vanishing n-form Eac .. a • on CC in addition to the 
polarization P on r, the resulting quantum theory is inde­
pendent of the specific choice of the n-form. Choose another 
nowhere vanishing n-form Ea, ... a. on CC. Since CC is an n­
manifold, there exists a nowhere vanishing function j.t such 
that Ea ... a = j.tEa ... a. Hence, the mapping A: t/I -+ ~ 
: = Ij.t 1-1/2 t/I is an isomorphism from the Hilbert sp~e H 
obtained using Ea""a in (7) and the Hilbert space H ob-

• A 

tained from Ea, ... a . Furthermore, ifF and F are the quantum 
/I A 

operators on H and H obtained via (9), (10), and (10') 
from a classical observable f, then one has 

A 

AoFo A-I =F. (12) 

Thus, the quantum theories obtained from Ea, ... a. and Ea, ... a. 
on CC are naturally isomorphic. (In fact one can avoid the 
introduction of n-forms altogether by using !-forms-rather 
than functions-on CC as quantum states.) On the other 
hand, the quantum description does depend on the choice of 
polarization. This is not surprising; many mathematically 
viable quantum theories can have the same classical limit. 

B. Classical systems with first class constraints 

In presence of constraints, not all points of the 2n-di­
mensional phase space r are accessible to the physical sys­
tem. Let there be m constraints (m < n). Then, the points 
representing the allowable states form a (2n - m)-dimen­
sional submanifold f of r. f will be referred to as the con­
straint surface. The constraints are said to be first class if and 
only iff is such that, given any covector na (at any point rof 
f) normal to f, nabnb is tangential to f. In this paper, we 
shall restrict ourselves to systems with first class con­
straints. 11 

By introducing a suitable chart on r, f can be (locally) 
characterized by m equations, C, (y) = 0, i = 1, ... , m. Since 
the covector fields aa C, are normal to f, it follows that the 
m Hamiltonian vector fields X r defined by the constraint 
functions, Xr = nbo ab C" are tangential to f. These Xr 
will be referred to as constraint vector fields. (More general­
ly, a vector field X a

, tangential to f, is a constraint vector 
field if nab X b is everywhere normal to f.) SinceXf is tan­
gential to f, it follows thatXf 0 aa Cj = 0, for allj = 1,2, ... , 
m. Now, since 

Xf aa cj==nbo(ab C, )(aa Cj ) 

={Cp Cj }, 

(13 ) 

(13') 

it follows that the Poisson bracket { C1, Cj } between any two 
constraint functions vanishes on the constraint surface: 

(14) 

for some functions/IJ k on r, where ~ stands for "equals at 
points off to." [Thus the first equality in (14) holds on ~ 
neighborhood in r off, while the second holds at points ofr 
only.] Equation (14) says that, if the constraints are first 
class, the constraint functions are closed under the Poisson 
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bracket. It is straightforward to check that the converse is 
also true. In fact Eq. (14) is often used to define first class 
constraints. We have proceeded in a different manner for 
aesthetic reasons: our definition does not require the intro­
duction of a chart, i.e., a specific choice of m function Cion 
r to define f. 

Recall that the Poisson bracket Lie algebra between 
functions on r is intimately related to the Lie algebra of 
Hamiltonian vector fields: 

[Xf,xg]a=X{f,g}, (15) 

for any functionsfandg on r, where [ , ] on the left side is 
the Lie bracket between vector fields. Hence, Eq. (14) im­
plies that, on f, the constraint vector fields Xr are closed 
under the Lie bracket. Hence the m-flats formed by the con­
straint vector fields in the tangent space of any point of fare 
integrable. In the Dirac treatment of constrained systems, 
motions along constraint vector fields correspond to 
gauge. 12 We shall, therefore, refer to the m-manifolds 
spanned by the constraint vector fields as gauge equivalence 
classes. Thus, in presence of first class constraints, not only 
are the points outside f not accessible to the system, but even 
within f, distinct points do not represent physically distinct 
states. A physical state is represented by a gauge equivalence 
class of points in f. "'-

Consider, therefore, the space r each point of which 
"'-

represents a gauge equivalence class. The space r can be 
naturally endowed with the structure of a 2 (n - m) -dimen­
sional manifold. Furthermore, it naturally inherits a sym­
plectic structure n. To see this, let us first examine the pull-

back nab to f of the symplectic structure nab on r. Does 

nab have degenerate directions? Let va, tangential to f, be a 

degenerate direction. Then, given any wa tangential to f, 

(16) 

whence nab Vb is normal to f. Using the fact that nab is 
nondegenerate, it follows that va is a linear combination of 

constraint vector fields. Thus, nab does admit degenerate 

directions and these are precisely the constraint m-flats. Fur­
thermore, given any constraint vector field Xr = n ba ab C1, 

we have 

.Y x, nab = 0 on r, whence.Y Xi nab = 0 on f. (17) 

Equations (16) and (17) are necessary and sufficient for 

nab to be a pullback to f of a symplectic structure on r, 
"'- "'-

which we denote by nAB' Since each point ofr represents a 
"'- "'-

physically distinct state of the system, (r,n) may be 
"'-

thought of as the physical phase space. [Since r is 2 (n - m) 
dimensional, the system is physically interesting only if 
m<n.] 

C. Statement of the problem 

Let us now apply the techniques of geometric quantiza­
tion to systems with first class constraints. Let r be a 2n-
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dimensional manifold with symplectic structure nab and let 
there be m first class constraints, Ck = 0, k = 1, ... , m 
(m < n). Denote the constraint surface by f as before. Using 
(r ,n), we can carry out prequantization. Since each classi­
cal observable defines a prequantum operator unambiguous­
ly, it is natural to adopt the following strategy. Impose on the 
prequantum wave functions, the m prequantum operator 
constraints 

Ok 0 f/!=(Ii/i) X~(aa - (i/Ii) Aa)f/! + Ck f/! = O. (18) 

These m equations are mutually consistent, i.e., do not imply 
further constraints on the prequantum wave functions f/!: 
Because the classical constraints are first class, Eq. (1) im­
plies that the commutator of any two prequantum con­
straints is again a prequantum constraint. Thus, because 
constraints exist already at the classical level and because the 
transition from the classical to the prequantum description 
is completely unambiguous, it is natural to "take care" of the 
constraints in the first step of the geometrical quantization 
program, before one introduces the new structure needed for 
quantization. Let us now carry out the second step, i.e., in­
troduce a polarization P on r and require that the quantum 
wave functions satisfy Eq. (5): 

.Y v f/!: = va Va f/! = 0, (5) 

for all vector fields V in the polarization P. To begin with, f/! 
is a general complex-valued function of 2n variables. Equa­
tion (18) imposes m conditions on f/! and Eq. (5) imposes n 
conditions. Hence, it would appear that the permissible 
quantum wave functions-which satisfy (18) as well as 
(5)-arefunctions of exactly the right number, (n - m), of 
variables. However, for a general choice of polarization this 
need not be the case. Although each set of equations, (18) 
and (5), is "internally" consistent, in general the two sets 
may not be consistent with each other. The consistency con­
ditions add further restrictions on permissible wave func­
tions, which, as a result, depend on less than (n - m) inde­
pendent variables. Indeed, in specific examples, the consis­
tency conditions can be so severe that the space of 
constrained quantum states is zero dimensional! Thus, in 
presence of constraints, one cannot just pick out any old 
polarization on r; the polarization has to be compatible with 
constraints in a suitable sense. Thus, we are led to ask: Given 
a classical system with constraints, what is the class of polar­
izations P on r that can lead to a meaningful quantum the­
ory, i.e., a theory in which the physical wave functions de­
pend precisely on (n - m) independent variables? What is 
the class of classical observable that gets promoted unambi­
guously to quantum operators? 

Recall that, in the classical description, one can simply 
g~ ~d of constraints by ~rking on the reduced phase space 
(r,n). Since points of r represent physical states of the 
system, one might attempt to}leply the geometric quantiza­
tion procedure directly to (r,n). The key step now is to 
introduce a polarization P on r. In practice, however, it is 

A "'-

usually awkward to work directly on r since points of r 
represent equivalence classes of points on f. One is therefore 
led to ask: What exactly is the structure that we must intro­
duce on f in order to obtain a polarization P on r? This 
structure will be called a constrained polarization and de-

A. Ashtekar and M. Stillerman 1321 



                                                                                                                                    

noted by P. It is important to obtain P in a form that is 
convenient to use in practice. 

Finally, we are led to ask for the relation between the 
prequantum operator constraint method [Eqs. ( 18) and (5) ] 
based on r and the reduced phase-space method based on r. 
Does a polarization P on r, which leads to a meaningful 
quantum description via ( 18) and (5), automatically induce 

- - A A 
a structure P on r that is equivalent to a polarization P on r? 
If so, is there a simple relation between the quantum theories 

• A A A 

obtamed from P on (r,n) and P on (r,n)? 
The purpose of this paper is to answer these questions. 

II. POLARIZATIONS ON r. f. AND r 
This section is divided into four parts. In the first, we 

present a simple example in which the difficulties associated . 
with the incompatibility of Eqs. (5) and ( 18) appear expli­
citly. In the second, we develop a general scheme in which 
these difficulties are avoided by working on the constraint 
surface f. It turns out that the scheme is equivalent to the 
reduced phase space method, i.e., to the standard geometric 

AA 

quantization on (r,n). In the third part, we apply the gen-
eral techniques to the example introduced in the beginning 
of this section and construct a viable quantum theory of the 
system in question. In the last part, we return to the full 
phase space r and specify conditions that a polarization P on 
r must satisfy in order to obtain a viable quantum descrip­
tion via (5) and (18). It turns out that these conditions are 
also sufficient to ensure that f is equipped with just the 
structure n~ed to induce a polarization on the reduced 
phase space r. We conclude the section with a discussion of 
the relation between the reduced phase space method and 
the prequantum operator constraint method. 

A. Example: Prequantum operator constraints 

Consider a particle and let its configuration space rc be 
the interior of the future null cone of a point OofMinkowski 
space. '3 The phase space r is the cotangent bundle over rc . 
Next, we introduce certain constraints: 

C, (q,p)=llaP Pa Pp = 0, (19) 

(20) 

where llaP is the Minkowskian metric and va is a vector field 
on Minkowski space to be specified shortly. Let us compute 
the Poisson brackets between C, and C2• We have 

{C"C2} = -(!i"vllaP)Papp. (21) 

Hence, if va is a conformal killing field of llaP, i.e., if 
!i" v llaP = 2r/J llap for some functionr/J, the right side of (21) 
would vanish on the constraint surface; the constraints 
would be first class. To be specific, we shall choose va as 
follows: 

(22) 

where k a is a constant, unit, spacelike vector field and ~ is 
the position vector of a point in Minkowski space with re­
spect to the origin 13. '4 O. 

Let us attempt to apply the prequantum operator con­
straint method to this system. We begin with U(1) Higgs 
scalars "'( q,p) on r. It will be convenient to use the gauge in 
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which the potential Aa of nab is given by Aa = Pa aa qa. 
Then, the prequantum operator constraints (18) yield 

Ii a 
0, 0 tfJ==2 i ll

aP 
Pb aqa '" - (llaP Pa pp)'" = 0, (23) 

0 2
0 tfJ==~ (va ~ '" - Pp aV

p 
~ "') = O. (24) 

I a~ a~ aPa 

Because ofEq. (1), it follows that [0,,02 ] automatically 
annihilates", if (23) and (24) hold, whence the system of 
prequantum constraints is closed; there are no new consis­
tency conditions. Next, let us choose a polarization P on r. 
An obvious choice is the vertical polarization: 

(25) 

for some functionsja on r. Then, the pullback of our Aa to 
the polarization fiats P( r) is zero for all r in r and the 
polarization condition on the wave functions reduces to 

a a "'( q,p) = 0 ¢> "'=="'( q). (26) 
'Pa 

Using (26) one can simplify (24) to obtain 

02o"'=~Va~",=o (24') 
I aqa 

on polarized wave functions. We now ask if (26) is consis­
tent with (23) and (24'). There is no consistency problem 
between (26) and (24'). Together, the two conditions sim­
ply say that '" is a function on the configuration space rc, 
which, in addition, is constant along the integral curves of va. 
However, there is clearly a problem with (23) and (26). The 
only tfJ=="'( q) which satisfies (23) everywhere on r is the 
one which vanishes identically! 

Remark: One might attempt to rectify the situation by 
noting that the problem arises simply because 0 1 maps po­
larized wave functions-i.e., wave functions that depend 
only on q-to those that depend on both q and p. One may, 
therefore, first try to define an operator which "corresponds 
to" the classical observable C 1 ( q ,P ), which, in addition, pre­
serves the space of polarized wave functions, and use it in 
(23) in place of 0 1, Now, due to factor ordering problems, a 
general classical observable does not have an unambiguous 
operator analog. However, C1 ( q,p) is fortunately a simple 
function: it is quadratic in momentum with a nondegenerate 
metric (llaP) as coefficients. For this set of classical observa­
bles and the vertical polarization, the Blatnner-Kostant­
Sternberg (BKS) procedurelO is applicable. The unambigu­
ous quantum operator 0 1 is simply the wave operator (since 
scalar curvature of llaP is identically zero): we replace (23) 
by 

0; 0 '" = - Ij2 0 '" = o. (23') 

This modified operator constraint is clearly compatible with 
the polarization condition (26). However, now there is a 
new problem: (23') is incompatible with (24')! This comes 
about because the BKS modification procedure destroys the 
simple relation [Eq. (1)] between the Poisson brackets and 
the commutators. More precisely, an explicit calculation 
yields 
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[2'v' 0] =22'k, 
where k a is the constant vector field on Minkowski space 
used in the definition of the conformal killing field va [Eq. 
(22) ]. Hence, if 1/1 satisfies the polarization condition (26), 
Eqs. (23') and (24') imply 

0= [02,0;] 1/1= - (fr/i)2k a aa 1/1, (27) 

which is a new constraint on the permissible 1/1. Further, 
(27) and (24') now imply 

(kp rf) fj aa 1/1 = 0, 

which, together with (26), implies the 1/1 must15 be constant 
on 1ff! Thus, again the space of permissible wave functions is 
so small that the resulting quantum theory is trivial. 

Note that, classically, there is nothing pathological 
about this system. It is just that if we use ideas from geomet­
ric quantum mechanics to promote classical constraints to 
the quantum level-and, in general, this seems to be the only 
systematic procedure available-the use of the vertical po­
larization leads to a trivial quantum theory. [It is straight­
forward to check that the use of the horizontal polarization, 
VePHor iff V fQ(q,p)(a/aqQ) forsome/Q(q,p), also 
leads to a trivial theory.] The problem lies in the choice of 
polarization: In presence of constraints, not all polarizations 
are permissible. 

B. Constrained polarization and the reduced phase­
space method 

To overcome this difficulty, it is convenient to adopt a 
somewhat different route than the one outlined above and 
then return to the prequantum operator constraint method 
at the end of the discussion. 

Let us consider a general, 2n-dimensional phase space r 
and a (2n - m) -dimensional constraint surface f therein. 
Classically, the physical system has access only to points on 
f. Furthermore, off f there is considerable ambiguity in 
defining the gauge equivalence classes. Therefore, an alter­
native strategy is to work entirely on f. Let us restrict the 
prequantum wave functions 1/1 to f. Thus, we obtain com­
plex-valued functions 1J!. of (2n - m) variables. Let us im­
pose the prequantum operator constraints (18) on these 1J!.. 
Since the 1J!. have support only on f, where Ck ( q,p) = 0, we 
have 

(28) 

These m equations are internally consistent, whence, we now 
have complex-valued functions 1J!. of only (2n - 2m) varia­
bles. The quantum wave functions, on the other hand, are to 
depend only on (n - m) variables. Thus, we need (n - m) 
additional, polarization-type conditions on 1J!.. Furthermore, 
the new conditions have to be consistent with Eq. (28). 

We therefore begin by introducing suitable structure on 
f. A constrained polarization P is an assignment to each 
point y of r of an n-dimensional subspace of the tangent 
space T'P (within f) ofy~uch that (i) the £ullback to P(y) 
ofOab is zero for all yin r; (ii) the n-ftats P(y) are integra­
ble; and (iii) P(y) contains the m gauge directions at y, for 
all yin r. Choose a constrained polarization P and consider 
those prequantum wave functions 1J!. on r that satisfy 
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(29) 

for all vector fields va on f which are everywhere tangential 
to P. We claim that 1/1 on f, satisfying Eq. (29), are the 
appropriate quantum wave functions. To see this, let us exa­
mine the three conditions satisfied by P. The first two ensure 
that the 1J!. satisfying (29) are functions of precisely 
(2n - m) - n=n - m, commuting (under Poisson 
bracket) variables, while the third implies that 1J!. are gauge 
invariant, i.e., satisfy (28) automatically. The last step is to 
introduce an Hermitian inner product on the space of solu­
tions to (29). Since P(y) are integrable n-ftats tangential to 
f, we can quotient f by the leaves of P. Denote the quotient 
by Cj. Since each point of Cj represents an integral manifold 
of P, Cj is naturally endowed with the structure of a 
(n - m)-manifold. In the "gauge" given by Eq. (6), wave 
functions 1J!. satisfying Eq. (29) on f are pullbacks to f of 
complex-valued functions on Cj, which we again denote by 
1J!.. Hence, to define an inner product on the space of solutions 
to Eq. (29), we first introduce, as in Sec. I A, a nowhere 
vanishing (n - m)-form Ea, ... a._ m on Cj and set 

< 1J!.,X): = l1J!.* X Ea, ... a._ m dSa, ... a.- m. (30) 

The Cauchy completion H of the space of 1/1 [satisfying 
(29)] w.r. t, (30) is the Hilbert space of quantum states. As 
in Sec. I A, we can introduce a privileged class of quantum 
operators. Let / be a classical observable whose Hamilton­
ian vector field Xi is tangential to f and whose action pre­
serves the constrained polarization P. Then, XiiI' has an 
unambiguous projection X; on Cj. As before, we define di­
vergence of X; by 

2'x Ea, ... a._ m = (Div XI) Ea, ... a._ m' (31) 

and use it to introduce a quantum operator F on H: 

F 0 1J!.: = (1iIi) (X; aa + ~ Div Xf>o 1J!. + (/ - XiAa) 1J!.. 

(32) 

By construction, each F is a densely defined, symmetric op­
erator on H and the association/ -+ F sends Poisson brack­
ets to commutators. [See (11) and (11').] These classical 
observables / with unambiguous quantum analogs are the 
basic observables associated with P. How many such obser­
vables are there? Given a vector field va on 1ff, one can find a 
basic observable / such that X; = va. However, / is not 
uniquely determined by va. To see the ambiguity, let us set 
va = O. Then, / is such that its Hamiltonian vector field is 
tangential to P within f. Since each leaf ofP is a Lagrangian 
submanifold ofr, it follows that/must be the pullback to f 
of a function on Cj. Thus, there are "as many" basic classical 
observables as there are functions and vector fields on Cj. 
Since one can think of Cj as the "physical configuration 
space" of the system, the class of basic observables is a direct 
generalization of the class naturally available on the cotan­
gent bundle of the configuration space of an unconstrained 
system.9 Finally, as in Sec. I A, the quantum theory depends 
only on the choice of a constrained polarization P on f; 
change of the (n - m)-formEa, ... a._

m 
on Cj just provides an 

isomorphic quantum theory. 
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To summarize, then, to obtain a mathematically viable 
quantum theory in which the wave functions depend on the 
correct-i.e., (n - m )-independent variables, one has to 
enlarge the integrable, degenerate (w,:E.t. nab) gauge m-flat 
in the tangent space of each point of r to an integrable, de­
generate n-flat. The distribution of these n-flats gives us, pre­
cisely, a constrained polarization. 

Although the notion of constrained polarization was 
motivated by considerations involving the constraint surface 
f alone, it turns out that there is a one to one correspondence 
between constrained polarizations on f and polarizations on 

'" the reduced phase-space r. _ _ 
Lemma 1.1: Every constrained ~olarJ..zation P on r 

~elds).. via the natural projection from r to r, a polarization 
Ponr. 

Proof; Denote the natural projection mapping from f to 
r, which sends each point of f to the gauge-eq~valence 
class it belongs to, by II. Given any point Y of r, and a 

tangent vector va within f, its push-forward, ~ 0 va = : V A 

is a tangent vector at II 0 Y = : l' of r. Here ~ is a linear map 

whose kernel is precisely the m-dimensional gauge flat at y. 

Since P(y) contains this m-flat, the image ~ 0 P(y) 
= :P(r) is a (n - m)-dimensional subspace ofthe tangent 
space of r. Furthermore, since the n-flats P(y) are integra­
ble, i.e., since 

[v,w]aeP, 

for all V, Win P, it follows that II 0 P(YI) = II 0 P(Y2) ifYI 

and Y2 are gauge related, i.e., if II 0 (YI) = II 0 (Y2)' Thus, 

under II, the distribution of n-dimensional subspaces P on f 

project; down unambiguously to a distribution of (n - m)-
'" '" dimensional subspaces P on r. 

We now wish to show that P are tangential to Lagran-
gt'an submanifolds of r. By definition of the symplectic 

'" '" structure nAB on r, we have 
A /'to.. A - -b 
nAB VA w B 15' = nab va W 11" 

A A A _ _ 

Now, by construction, V and W belong.Jo P iff V and W 
belong to P. Sin~ the p,*lback of nab t~ P vanishes, so does 
the pullback ot nAB to P. It only rem~ns to ~how that the 
(n - m)-flats Per) are integrable on r. Letfbe any func-

tion on rand]: = II 0); its pullback under II. Then, given 

any va and Wa in P, with [v,w]a =:xa in P, we have 

[V,JVJ A aA) = [v,w]a aal=xa aal 
'" A =XAaAJ, 

whence P is closed under the operation of taking Lie brack­
ets. Thus, P is a polarization on r. 0 

Next, we consider the converse.", 
Lemma 1.2: Every polarization P on the reduced phase­

space r yields a constrained polarization P upon pullback to 
f. 

Proof; Fix a point Y of f and set l' = II 0 Y as before. Let 

P (Y): = II 0 (P (1') ) be the maximal subspace of the tangent 
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- '" ~ace ofy (within n which projects down to per). Since 
per) is (n - m) dimensional and since the kernel of the 

mapping II is m dimensional, P(y) is an n-dimensional sub--space of the tangent space (within f) at y. Furthermore, 

since the m-dimensional gauge flat at y is the kernel of II, 
- A A -

P(y) contains this m-flat. Thus, using P on r, we have ob-
tained an n-dimensional distribution P on f which contains 
the m-dimensional gauge distribution. 

We have to show that the pullback of nab to P vanishes 
and that P is integrable. Given any V A and W Bin P, we have 

A AAAB -a-b 0= nAB V W = nab V W, 
- - _ _ A. 

where Vand Ware any vectors on r such that II 0 V = V 

and II 0 W = W. Hence, it follows that nab va Wb = 0 for 

any Vand Win P, whence the pullback of nab to P vanishes. 
To show integrability of the n-flats P(y), we first note that 
for any function)on r, 

.!£'v.!£'w II o)=.!£'v 0 II .!£'w)= II o.!£'v .!£'w); 

where II is, as before, the pullback operation from r to f, 
A _ A. _ A 

and where W A = II 0 wa and VA = II 0 va. Hence, if V 
A - ""-and Ware everywhere tangential to P, we have 

__ AA A 

II 0 [V,W] = [V,W] eP, 

whence [V, W] e P for all Vand W tangential to P. Thus, P 
is indeed a constrained polarization. 0 

Thus, we have shown that there is a 1-1 correspondence 
between constrained polariz~tion P on f and polarization P 
on the reduced phase space r. We now show that the q~n­
tum theory obtained using a constrained polarization P in 
the procedure outlined in this subsection [Eqs. (29)-(32)] 
is naturally isomorphic to the qu~tum theory obtained 
from the corresponding polarization P on the unconstrained 
reduced phase-space in the procedure of Sec. I A [Eqs. (5)-

10)]. _ '" 
Let us begin with the "configuration spaces" Crt and Crt. 

Each point of ~ represents an n-dimensional, ~onstrained­
p'olarization leaf in f, everywhere tangential to P. A point on 
~ on the other hand, represents an (n - m)-dimensional , '" '" 
leafin r, everywhere tangential to P. However, the relation 
between P and P is such that there is a 1-1 corresponde,!!-ce 
between the leaves of the two polarizations: A leaf of P is 
precisely the projec~on ~ a leaf of ~ via th~atural projec­
tion map II from r to r. Hence Crt and Crt are naturally 
isomorphic. Hence, there is a natural isomorphism A from 
the quantum Hilbert space K obtained from the ",con­
strained polarization P to the quantum Hilbert space H ob­
tained from the polarization P. Next, we consider the basic 
quantum operators in the two schemes. Let I be a function 
on f such that (i) Xi is tangential to fi..,.Rnd Jii) Xi pre­
serves the constrained polarization.!£' X

f 
P ~ P, wherefis 

any extension to r off. (Note that, if one extensionf has 
these properties, so do all extensions.) Then, in the con-
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strained polarization scheme,lis a basic observable associat­
ed with p;l has an unambiguous quantum analog P. Now, 
condition (i) is equivalent to demanding 

oet,Xjab c/et,nab Xjxtet, -xtab ], for all i=I, ... , m. 

Where, as before et, stands for "equals, at points of f, to"; 
and X~ is the Hamiltonian vector field generated by the ith 
constraint function C •. Thus, (i) is equivalent to demanding 

_ _ ,.. A_ A 

that / is the pullback to r of a function / on r; / = n 0 f 
Condition (ii) on X,a is now ~uivalent to demanding that 

A A A A 

the Hamiltonian vector field X; on (r,n) of/should pre-
A '" A 

serve the polarization P; .2' Xi" P ~ P. B!lt this is precisely 
the necessary and sufficient condition for! to be a basic clas-

A A 

sica1 observable on r, ~sociated with P;j has an unambigu-
ous quantum analog F. A direct comparison between the _ A 

explicit expressions of F and F yields 

A 0 po A -I = F. (33) 

Thus, we have the following theorem. 

Theorem 1: The quantum theory obtained from a con­
strained polarization P on the constraint surface f is natu­
rally isomorphic with that obtained from the corresponding 

'" A 
polarization P on the reduced phase space r. 

C. Example revisited: Constrained polarization 

Let us now return to the example of Sec. II A. The con­
figuration space, ~ , is the four-manifold consisting of points 
in the interior of the null cone of an origin 0 in Minkowski 
space. The phase space r is the cotangent bundle over ~. 
Thus, r is an eight-dimensional manifold. The six-dimen­
sional constraint surface f is specified by the two constraints 

C1 ( q,p)=1]aP Pa Pp = 0, (19) 

C2 ( q,p)=va Pa = 0, (20) 

where va is the conformal killing field of 1]aP given by 

va( q): = (k 0 q) qa _ ~(q 0 q)k a. (22) 

(Here 1]aP is the Minkowskian metric; k a, a constant, unit, 
spacelike vector field; and qa, the position vector of a point in 
~ w.r.t. the origin 0.) The two constraints are offirst class. 

To obtain a quantum theory via the procedure of Sec. 
II B, we have to introduce a constrained polarization P on f, 
i.e., enlarge the two-dimensional gauge flat in the tangent 
space of each point r off to a four-dimensional, Lagrangian, 
integrable flat. For this, it is convenient to introduce a new 
chart on ~. Introduce four orthonormal, constant vector 
fields epa on (~,1]), P=0,I,2,3, such that et=k a and 
consider the corresponding four conformal Killing vector 
fields: 

(34) 

These vector fields leave the region ~ of Minkowski space 
invariant, are mutually orthogonal, and commute every­
where on ~. [e~ is, of course, the vector field va of Eq. 
(22).] Hence, there exists a chart x P on ~ such that 
a laxp = ep. We shall make the following specific choice: 
XU = - 2 qUlq 0 q, where, as before, q 0 q = 1]aP q« qP. Let 
(xU,Pa) be the corresponding chart on r. Then, Eqs. (19) 
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and (20) defining f are equivalent to 

Ci(x,p)==-p~ +p~ +p~ +P~==1JuppuPp =0, 

Ci(x,p) PI=O, 

and the corresponding Hamiltonian vector fields are 

X ap a 1=1] pp-, 
axa 

(19') 

(20') 

(35) 

a 
X 2 =-. (36) 

axl 

An obvious choice for the constrained polarization is 
therefore 16: 

-PI -1' f {a ap a a a I I (x,p) = mear span 0 -I ,1] Pp --;; , -2 ' -3 ax ax ax ax (x,p) 

. {a a a all =linear span of -I' -2 ' -3 ' -0 . 
ax ax ax ax (x,p) 

(37) 

It is obvious that P(x,p) contains the two-dimensional 
gauge flat at (x, p) ; that the pullback of the symplectic struc­
ture n==dpu A dxu on r to P is zero, and that the four-flats 
P(x,p) are integrable. The effective configuration space ~ 
is the quotient off by the integral manifolds ofP. Thus, each 
pointqof~ is an equivalence class of points (XU,Pu) satisfy­
ing (19') and (20'), subject to the equivalence relation 

(XU, PO. ) z (x'a Pa)' 

Hence, ~ can be coordinated by three-variables Po, P2' P3' 
subject only to the condition - p~ + pi + p~ = O. Thus, ~ 
has the structure of the light cone in a three-dimensional 
Minkowski space; as expected, ~ is two-dimensional. 16 

Quantum states are complex-valued functions on ~ that are 
square-integrable w.r.t. the volume element given by an arbi­
trarily chosen but fixed nowhere vanishing two-form on ~. 
The basic classical observables-i.e., the ones with unam­
biguous quantum analogs--consist of functions on f that 
are either independent of xa or linear in xa. Thus, using the 
constrained polarization framework developed in Sec. II B, 
we have obtained a coherent description of quantum kine­
matics of the system. 

Remarks: (i) The constrained polarization P was con­
structed using the structure of the conformal killing fields of 
Minkowski space. The vector field, va=e~, which enters the 
constraint (22), is an "inverted translation" or "accelera­
tion" in the one-direction. We augmented the gauge two-flat 
at each point of f by Hamiltonian vector fields on f defined 
by the "inverted translations" e~ and e~ along the two- and 
three-directions. Since~,~, and e~ all commute with one 
another, the ep Pa form a complete set of commuting obser­
vables on r. The quantum wave functions are restrictions to 
f of (normalizable) complex-valued functions of these var­
iables. 

(ii) Quantum wave functions, the polarized solutions to 
the prequantum operator constraints, can be identified with 
distributions of the type 8( - (eo 0 p)2 + (e2.0 p)2 + (e3 
o p)2) "'(eo 0 p, e2 0 p, e3 0 p). Note, however, that since the 
vector fields eO. are not constant (w.r.t the derivative opera­
tor of 1]aP) in the Cartesian chart on ~, the wave functions 
appear as rather complicated functions of the coordinates q« 
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and the corresponding components of momenta. Thus, the 
constrained polarization is neither vertical nor the usual hor­
izontal one (i.e., the one given by a laqU); in the standard 
terminology, the representation given by P is neither the 
configuration representation nor the momentum one. This is 
to be expected because neither the vertical polarization nor 
the usual horizontal one is compatible with the prequantum 
operator constraints. 

D. Prequantum operator constraint method 

In Sec. II A, we showed, by means of an example, that a 
general polarization P on r need not be compatible with 
prequantum operator constraints. We shall now discuss the 
necessary and sufficient conditions on P needed to ensure 
compatibility, then show that these conditions suffice for P 
to induce a constrained polarization P on f, and conclude by 
comparing the quantum theories resulting from P and the 
corresponding P. 

As before, we assume that r is 2n dimensional and that 
there are m first class constraints C1 (r) = 0, i = 1,2, ... , m. 
In the passage to quantum theory, we begin by considering 
complex-valued, U (1 ) -Higgs scalars t/J on r satisfying the 
prequantum operator constraints: 

(18) 

Our next task is to introduce a polarization P on (r ,n) and 
consider only those solutions t/J to (18) that also satisfy 

.!L'v t/J=va Va t/J = 0, (5) 

for all vector fields va tangential to P. We know that the m 
conditions (18) are internally consistent and that so are the 
n conditions (5). Now the question is that of compatibility 
between (18) and (5). Given any U ( 1) Higgs scalar t/J, we 
have 

.!L' v 0 OK 0 t/J - OK 0 .!L' v t/J 
= va Va (oMi) X~ Vb + CK}t/J 

- (lili) X~ Vb + CK } va Va t/J 

= (lili)(.!L'vX~) Vb t/J 

+ (2ftli) va X~ VIa Vb 1 t/J 

+ (va Va Cx ) t/J 

= (oMi}(.!L'v XbX ) Vb t/J. (38) 

Hence, (18) and (5) are mutually consistent iff the 
right side of Eq. (38) vanishes identically (on all of n if t/J 
itself satisfies the two sets of equations. This, in tum, is possi­
ble iff 

.!L' X
k 

va E P, (39) 

'V K = 1, ... , m and 'V va E P. Thus, the consistency condi­
tion between (18) and (5) is precisely that the polarization 
P be preserved by the m constraint vector fields. Such a P 
will be referred to as a polarization compatible with con­
straints. Given such a polarization, (18) and (5) give us a 
consistent set of (n + m) conditions on t/J. Since, to begin 
with, t/J effectively depends on 2n variables, solutions to ( 18 ) 
and (5) effectively depend only on (n - m) variables and 
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therefore can be thought of as the physical quantum states of 
the system. Note, however, that a priori there is no obvious 
Hermitian inner product on the space of these wave func­
tions. We shall return to this point later in this subsection. 

Next, we wish to show that any polarization that is com­
patible with constraints naturally induces a constrained po­
larization P on f. Let us begin with a general polarization P 
not necessarily compatible with constraints. Fix any point r 
off and co~iderthesubspace per) in the tangent space Ty 
of r within r defined by 

P(r): = linear span of {per) n Ty,G(r)}, (40) 

where G(r) is the m-dimensional gauge flat in Ty spanned 
by the constraint vector fields. Since 

nab ga ub = 0 and nab va W b = 0, (41) 

for allga E G(r), ub E Ty. and va, wa E per), it follows that 
the pullback of nab to per) vanishes identically; per) is 
isotropic w.r.t. nab' Next, using the fact that nab is nonde­
generate, the constraints are first class, and that per) is La­
grangian, we can show that per) is n-dimensional every­
whereon f. 

Lemma 2.1: 

dim per) = n, for all r in r. 
Proof' Let v: = [per) n G(r)] and let V' be the sub­

space of the tangent space ofrin r that is isotropic w.r.t. V, 
i.e., is such that yb E V' iff nab xa yb = 0, 'V xa E V. Let 
the dimension of Vbe s. Then, since nab is a nondegenerate 
two-form, dim V' = 2n - s. Now, by inspection, the linear 
span ofP(r) and Ty is a subspace of V'. Let us compute the 
dimension of this span: 

dim(linear span ofP(r) U Ty} = 3n - m - k, 

where k = dim(P(r) n 1\}. Hence, we have a bound on the 
dimension of V': 

dim V' = 2n - s>3n - m - k, 

whence it follows that - s>n - m - k. 
Now, dim per) = k + m - s. Hence, 

dim P(y»k + m + n - m - k>n. 

However, we know thatP(r) is isotropic w.r.t. nab' Hence, 
it follows that dim per) <no Combining the two bounds we 
have 

dimP(y) =n. o 
Thus, given any polarization P on r, one can consider 

the intersection of the n-dimensional polarization flat and 
the (2n - m)-dimensional tangent space Ty within f ofr. 
In general, although one has the bound n - m<dim per) 
nTy<n, the precise value of the dimension ofP(r) n Ty is 
not universal; it depends on the choice ofP. However, irre­
spective of this choice, the dimension of the space obtained 
by augmenting the intersection per) n Ty by the gauge di­
rections not already contained in it is always n. IfP(r) con­
tains no gauge directions, then dim per) n Ty is.!!. - m, 
while if it contains all gauge directions, dim per) n Ty is n; 
the more the gauge directions in P ( r), the less is the number 
of directions in P ( r) transverse to f. 

Thus, by augmenting per) n Ty by gauge directions, 
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one obtains, at each point r of f, a Lagrangian subspace 
(w.r.t. nab) per) of 1'''1' By con~ruction, the ~uge fiat 
G(r) is contained in polarization per). Hence, P already 
enjoys all the properties of a constrained polarization P ex­
cept integrability. It is here that we need P to be compatible 
with constraints. 

Lemma 2.2: per) are integrable ifP is compatible with 
constraints. 

Proof: By definition of P, any vector field va that is 
tangential to P everywhere on I' is a sum of a vector field ya 
everywhere tangential to per) n 1'''1 and a constraint vector 
field xa:va = ya + Xa. Hence, 

(V, V'] = [Y, y,] + [1',1"] + [y,X'] + [X, Y] 

= Y" +1'" + [y,X'] + [X, y'], 
where Y" isa vector field tangentialtoP(r) n 1'''1 and X "isa 
constraint vector field. Since P is constraint compatible, 
[Y,X'] and [X, Y'] are tangential to P. Next, since 
X, Y, X', Y' are all tangential to the submanifold I' of r, 
[Y, X'] and [X, Y'] are also tangential to f. Hence, each of 
the four vector fields in the final expression of [V, V'] lies in 
P, whence P is integrable. 0 

Combining the results of Lemma 2.1 and 2.2, we have 
the following theorem. 

Theorem 2: Let P be a polarization on r, compatible 
with constraints. Then P, defined by per): = linear span of 
{per) n 1'''1' G(y)} for all r in f, is a constrained polariza­
tion on f. 

Finally, let us compare the space of quantum wave func­
tions obtained from P via Eqs. (18) and (5) with the one 
obtained from P via the constrained-polarization condition, 
Eq. (29). 

Lemma 3.1: Let P be a polarization on r, compatible 
with constraints. Then, the restriction 1J!. to I' of every solu­
tion 7/J to Eqs. (18) and (5) satisfies the constrained-polar­
ization equation (29) w.r.t. P. 

Proof: On f, (18) reduces to 

xa K Va 7/Jr;;E.O, K = 1,2, ... , m, 
and (5) implies that 

va Va 7/Jr;;E.O, 

for all~ector fields va tangential to per) 0 . ...T'Y for all r in f. 
SinceP(r): = linear span {G(r), per) n T'Y}' it follows im­
mediately that the restriction 1J!. of 7/J to I' satisfies (29): 

Wa Va 1J!.r;;E.O, 

for all W tangential to P. 0 
To analyze the relation between quantum theories re­

sulting from P and P, we shall make an additional assump­
tion on the polarization P. We now assume that G(y)n P( y) 

is spanned by the s constraint vector fields XI"'" X. in a 
neighborhood of f. Then, we can show that the solutions 7/J 
to Eqs. (18) and (5) are completely determined in a neigh­
borhood of r by their restrictions tf!. to r. If the neighbor­
hood extends to all of r, the quantum description given by P 
is equivalent to that given by the constrained polarization P 
induced by P on f. 

Lemma 3.2: There exists a neighborhood N of r in r 
such that the mapping aN from the space of solutions 7/J to 
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(18) and (5) in N to the space of solutions 1J!. to (29) on I' 
(obtained by restricting 7/J to f) is one to one and onto. 

Prooj: In a neighborhood NI of f within r, solutions 7/J 
to (18) and (5) must satisfy CI 7/J = 0, ... , C. 7/J = 0. Denote 
by r the (2n - s) -dimensional submanifold of NI defined by 

CI(y) =O, ... ,C.(y) =0. 

Since solutions to (18) and (5) in NI vanish outside r, we 
now focus on r. Given any vector field va in N I, we have 

va Va C1 = !lab va X~. 

Therefore, since the pullback of nab to the polarization n­
fiats vanishes and since Xl"'" X. are tangential to P, we have 

va Va CI = 0, ... , va Va C. = 0, 

for all va in P. Thus, the n-dimensional polarization leaf 
through any point of r lies entirely within r. 

Let us now consider leaves ofP passing through points r 
of f. Since, by Lemma 2.1, the linear span of {per) n 1'''1' 
G(r)} is n dimensional and since, by assumption, per) 
n G(r) is s dimensional at any r in f, it follows that 
per) n T'Y is (n - m + s) dimensional. Since per) is n di­
mensional, there exists an (m - s)-dimensional subspace in 
the tangent space (within r) of each r in I' that lies entirely 
in per) and which is transverse to f. Note, furthermore, 
that the codimension off in r is precisely (m - s). There­
fore, leaves ofP, passing through points roff, provide us an 
open neighborhOOd N of I' within r. Let Nbe an open neigh­
borhood of I' within r whose intersection with r is N. 

Givenasoluti~n 7/Jto (18) and (5),inN, 1J!.: = an t/J, the 
restriction of 7/J to r, is a solution to (29). Let 7/J be such that 
1J!. = 0. Then, since 7/J is constant on each leaf of polarization 
[Eq. (5)], it follows that 7/J must vanish in N. We have al­
ready shown that (18) and (5) imply that 7/J must vanish in 
r - r. Hence, 7/J vanishes everywhere in N. Thus, the map­
ping aN is 1-1. Next, we show that aN is onto. Given any 
solution 1J!. to (29) on f, we extend it to 7/J on Nby requiring 
that 7/J be (covariantly) constant on each leaf of P. The exten­
sion is unambiguous because, in virtue of (29),1J!. is covar­
iantly constant on the intersection of I' with any leaf of P. 
Finally, we extend 7/J to Nby requiring that it vanish in the 
complement of N in N. By construction, the resulting 7/J satis­
fies (5) and the first s of equations (18). The satisfaction of 
the last (m - s) ofEqs. (18) follows from the fact that these 
equations are satisfied on I' in virtue of (29) and the fact that 
the polarization P is compatible with constraints. Thus, ev­
ery 1J!. on I' satisfying (29) is the image under aN of some 7/J 
satisfying (18) and (5) in N. That is, aN is also onto. 0 

Combining the results of Lemmas 3.1 and 3.2, we have 
the following theorem. 

Theorem 3: Let P be a polarization on r that is compati­
ble with constraints and that contains precisely s gauge di­
rections XI' X 2,···,x. at each point in a neighborhood of I' 
within r (O<:;;s<:;;m). Then, there exists a neighborhood N of 
r within r such that the space of solutions t/J to the prequan­
tum operator constraint equations (18) and the P-polariza­
tion conditions (5) in N is naturally isomorphic to the space 
of solutions to the P-constrained polarization conditions 
(29) on f, where P is obtained from P via Theorem 2. 

Let us now illustrate the ideas underlying this theorem 
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by means of a simple example. Consider a nonrelativistic 
particle. The configuration space ~ is the Euclidean three­
space and the phase space r is the cotangent bundle over ~ . 
Let the constraint be 

C(x,p):=Px =0. 

Then f is a five-manifold with a global chart (x, y, z, Py ,pz ) 
and the constraint vector field Xc: = a I ax is tangential to 
f. Let us now introduce a polarization P I on r: 

PI(x,p): = span of {~, ~,~} . 
apx apy apz 

Then, Xc=iJ lax preserves PI; the polarization is compati­
ble with constraints. Since Xc is everywhere transverse to 
PI' the intersection GW) n PI is zero dimensional, whence 
PI(r) is obtained by augmenting TynPI(r) by the con­
straint vector Xci y' 

PI: = spanof{~,~,~}. 
ax apy apz 

Let us now use the constrained polarization method. It is 
convenient to use a "gauge" adapted to P, e.g., the one in 
which the symplectic potent~ Aa is given by A = - x dpx 
+ Py dy + pz dz. Then, the P-polarization conditions [Eq. 
(29) ] imply that the permissible wave functions t/!. have the 
form 

t/!.=t/!.(y, z). 

Let us now compare this result with the one obtained from 
the prequantum operator constraint method using the polar­
ization P on r. Now, it is convenient to use the "gauge" 
adapted to P, i.e., to choose A = Px dx + Py dy + pz dz. 
Then, the prequantum operator constraint (18) yields 

~ a.a ",(x, p> - Px '" + Px '" = 0 
I X 

<=> tP=='I'(y, Z,Px,Py,Pz), 

while the PI-polarization conditions (5) yield 

~"'(X,p) = O<=> ",==",(x), a= 1,2,3 
apu 

The two conditions together now imply that ",=",(y, z). 
Thus, the space of solutions to ( 18) and (5) on r is naturally 
isomorphic to the space of solutions to (29). In this example, 
s = dim G(y) n PI (y) = O. Hence f is 2n==six dimension­
al. (In fact, r = f.) The constraint surface f is five dimen­
sional. Every ¥!==t/!.(y, z), a solution to (29) on f, is ex­
tended to all of r unambiguously by (5) because one can 
reach any point (x, y, z, Px' PY' pz) in r by the integral curve 
of the vector field a lap x (which is everywhere tangential to 
~I) that passes through the point (x,y, Z,Px = O,Py,Pz) of 
r. 

Let us now use another polarization P 2 : 

P2 (x,P): = span {~,!...,!...} . 
ax iJy az 

In this case,s = dim G(y) n P 2 (y) = 1 = m, the number of 
constraints. In general, O..;;s..;;m. With PI' we had s = 0, 
while with P 2 we haves = m; the two cases correspond to the 
two extreme scenarios. Again P 2 is compatible with the con­
straint and induces the constrained polarization 
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P 2 : = span {! ' ~ , !} 
on f; sinces = m, P 2 is just the restriction ofP2 to f. In the 
"gauge" adapted to P, A = - XU dp u' the solutions t/!. to the 
constrained polarization equation (29) are 

t/!.=t/!.(Py,Pz)· 

Let us now apply the prequantum operator constraint meth­
od. Equation (5) now implies (using A = - XU dpu ) 

4- a.a ",(x,p) + Px ",(x,p) = 0, 
1 :x 

while the P 2-polarization conditions (29) yield 

~ ",(x, p) = 0, a = 1,2,3. 
axu 

Thus, the solutions to the two sets of equations have support 
on/yon thepx = o surfaces, i.e., only on f,andtherethey are 
independent of XU. That is, the solutions are functions of Py 
andpz only; "'=="'( PY' Pz)' whence the spaces of solutions to 
(18) and (5) on r and of (29) on f are again naturally 
isomorphic. [Note that since s = m now, f is (2n - m) di­
mensional; in fact f = f.] 

In general, O..;;s..;;m and one obtains a "combination" of 
the two scenarios given above. 

Remarks: (i) In the prequantum operator constraint 
method, one needs not only the constraint surface f, but also 
constraint functions CI (up to linear combinations) on all of 
r. One would therefore have expected the resulting quan­
tum theory to depend sensitively on the choice of CI . How­
ever, from the proof of Lemma 3.2, it follows that, to a large 
extent, this is not the case. More precisely, we have the fol­
lowing. Choose two sets of constraint functions CI and C; on 
raIl of which vanish precisely on f. Choose a polarization P 
that is compatible with both sets of constraints and that has 
the property that P( y) n G( y) = P( y) n G' (y) [with 
dim P(y) n G(y) = s] everywhere in a neighborhood off, 
where G( y) and G' (y) are, respectively, the m-tlats spanned 
by the constraint vector fields XI and X; at y. Then, in the 
neighborhood N (which is determined only by the polariza­
tion P), ",(y) satisfies (18) w.r.t. CI and (5) iff it satisfies 
(18) w.r.t. C; and (5), since", is completely determined in 
Nby t/!. and the polarization P. 

(ii) How large is the neighborhood N? Although, in 
simple examples, such as the one considered above, one can 
choose N to be all of r, it is possible to concoct cases in which 
it is a proper subset of r. In a gener~ case, the maximal 
choice of N is the set of those points of r the polarization leaf 
through which intersects f. Thus, the polarization leaves 
passing through the complement of this 11 never intersect f. 
Consequently, if the complement has the same dimension, 
(2n - s), as f, there exist nontrivial wave functions'" on r 
in the prequantum operator constraint method whose re­
striction '" to f vanishes identically. Such wave functions 
have no analog whatsoever in the constrained polarization 
or the reduced phase-space approach. Consequently, in this 
case, the map Llr from the space of solutions", to (18) and 
(5) on r to the space of solutions t/!. to (29) on f fails to be 
one to one. 
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(iii) Let us suppose that P is such that the polarization 
leaf through any point r of f intersects f in precisely one 
(n - m + s)-dimensional submanifold. Then, Ar is an iso­
morphism. We can use this fact to pull back the inner pro­
duct on Ii to the space of solutions to (18) and (5) and to 
introduce the basic quantum operators on the resulting Hil­
bert space. Thus, in this case, using P, the program of the 
prequantum operator constraints method can be completed 
naturally and yields a quantum theory that is equivalent to 
that obtained from the constrained polarization P, induced 
on f by P. If there exist leaves ofP that fail to intersect f or 
that intersect f more than once, Ar fails to be an isomor­
phism. In this case, a general procedure to complete the pre­
quantum operator constraint program does not appear to be 
available. In specific examples, using the fact that Ar fails to 
be an isomorphism, one can easily complete the program in 
such a way that the resulting quantum theory is inequivalent 
to the one obtained via P. However, the arbitrariness in­
volved in the completion of the program makes it difficult to 
draw any meaningful conclusion from this inequivalence. It 
is possible to analyze in detail the type of global pathologies 
due to which Ar can fail to be an isomorphism. However, 
such a detailed discussion is beyond the scope of the present 
paper. 

III. DISCUSSION 

Let us summarize the main results. Let r be a 2n-dimen­
sional manifold representing the phase space of a classical 
system and let f be a (2n - m )-dimensional constraint sur­
face in r. We assume that the constraints are first class. Had 
there been no constraints, we could have introduced any po­
larization r and obtained a mathematically viable quantum 
theory for the system. In the presence of constraints, this 
procedure needs modification. In this paper, we have intro­
duced three procedures-based on choices of appropriately 
~efined polarization6 on r, f, and the reduced phase space 
r -to incorporate constraints at the quantum level and 
compared the strategies involved. 

The first procedure involves the introduction of a con­
strained polarization P on f. To obtain a P, one has to extend 
the m-dimensional gauge flat G(r) spanned by the con­
straint vector fields, to a n-dimensional, integrable, totally 
degenerate (w.r.t. Oa.k,.) flat in the tangent space Ty within f 
of every point r in r. A mathematically viable quantum 
theory then results by demanding that the quantum states be 
U (1) Higgs scalars on f, which are covariantly constant on 
leaves of P. The entire procedure is motivated by general 
considerations involving f alone. Yet, it turned out that 
there is a 1-1 correspondence between the constrained polar-_ _ A 

ization P on r and polarization P on the reduced phase space A _ 

r. Furthermore, the quantum theory resulting from P turns 
out to be natur~y isomorphic with that resulting from the 
corresponding P (Theorem 1). In practice, unless the con­
straints happen to be exceptionally simple, it is much more 
convenient to work on f than on r because each point ofr is 
an equivalence class of points off. The notion of constrained 
polarization is therefore very useful in practice. This is illus­
trated by the example discussed in Sec. II C, where the intro­
duction of a constrained polarization P was relatively 
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straightforward; it would have been much ~ore complicated 
to first pass to the reduced phase space r and then find a 

A 

polarization P on it because one of the constraints is quadrat-
ic in momenta. Finally, we have the possibility of introduc­
ing a polarization P on the full phase space r and incorporat­
ing the constraints as prequantum operator conditions on 
permissible wave functions. However, we saw (in Sec. II A) 
that a general polarization P need not be compatible with the 
prequantum operator constraints. When incompatibility 
arises, the Hilbert space of quantum states is simply not 
"large enough" for the quantum description to be viable. 
The necessary and sufficient conditions for compatibility is 
that P be preserved under the action of the Hamiltonian 
vector fields generated by constraints. Such a polarization is 
said to be compatible with constraints. A priori, these consid­
erations appear to be independent of the structure available 
on f. Yet, it turned out that every constraint-compatible 
polarization P naturally induces a constrained polarization 
P on f (Theorem 2). Furthermore, there is a natural 1-1 
correspondence between the P-polarized wave functions tf!. 
on f and the P-polarized wave functions '" satisfying the 
prequantum operator constraints in a neighborhood of f in 
r (Theorem 3). If the maximal such neighborhood fills all of 
r -it may not, because of global problems associated with 
leaves of P--one can complete the program of obtaining a 
quantum theory using P and the final theory is again natu­
rally isomorphic with the one resulting from the constrained 
polarization P induced on f by P. If the neighborhood fails 
to be all ofr, however, there is, apparently, no natural way 
of introducing a Hilbert space structure on the space of 
quantum states obtained from P. 

In practice, r is often the cotangent bundle over a con­
figuration space Ctf. In this case, if the constraints are either 
independent of or linear in momenta-as fo~ example, in 
Yang-Mills theory-the reduced phase space r itself inher­
its a natural cotangent bundle J,tructure, and one can just use 
the vertical polarization on r in the passage to quantum 
theory. However, in many interesting cases-general rela­
tivity being an outstanding example-the constraints have a 
more complicated dependence on momenta and this simple 
procedure does not work. A natural strategy then is to look 
for a constrained polarization P on f. If one can find a P, one 
would have a mathematically viable quantum theory that 
then can be tested against experiments. The example in Secs. 
II A and II C illustrates these ideas. Since the constraints in 
this example are somewhat similar to those of general rela­
tivity--one is linear in momenta, and the other, quadratic­
one might hope that general relativity also admits a con­
strained polarization P. Although the discovery of such a 
polarization will not, by itself, provide us with a complete 
theory of quantum gravity-the problem of introducing a 
Hermitian inner product on the space of polarized wave 
functions is highly nontrivial for systems with infinite de­
grees of freedom-it would represent a major step towards 
the goal. 

We should emphasize, however, that the techniques in­
troduced in this paper do not by any means exhaust the way 
in which one can obtain a quantum description of systems 
with first class constraints, nor is there any a priori guarantee 
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that the physically correct description can always be ob­
tained via these techniques. For instance, in specific exam­
ples, one can use the following alternative strategy. One may 
simply introduce a polarization P on all of r and then im­
pose constraints as suitable operator equations-which, in 
general, would not be the prequantum operator con­
straints-<>n the space of polarized wave functions. By very 
construction, this procedure would avoid the problem of 
compatibility of polarization conditions with constraint 
equations; quantum constraints, being operators on the 
space of polarized wave functions, would automatically 
leave this space invariant. In specific examples, one can car­
ry out this procedure and show that the resulting quantum 
theory would not be equivalent to that obtained from any 
constrained polarization whatsoever. 17 Thus, the quantum 
theories resulting from the techniques introduced in this pa­
per do not exhaust all possibilities. The interest in these tech­
niques lies, rather, in the fact that they constitute a general 
framework; they provide avenues that can always be fol­
lowed to obtain a complete and consistent quantum theory. 
The alternative strategy given above, on the other hand, does 
not share this "universality"; it requires special input-or 
"tricks" -at a number of intermediate steps which mayor 
may not be available for the system under consideration. For 
instance, a priori, no factor ordering procedure is available to 
pass from classical constraints to quantum-rather than 
prequantum-operator equations; there is no guarantee that 
the quantum operator constraints would be closed under the 
commutator bracketl8

; and, we do not have a prescription to 
introduce a Hermitian inner product on the space of solu­
tions to the operator constraints. In the constrained-polar­
ization method, on the other hand, one has to provide a new 
input just once; in the choice ofF. Furthermore, it is the type 
of input that one must provide in the passage to quantum 
theory even in absence of constraints. Once the input is giv­
en, the framework automatically leads one to a mathemat­
ically satisfactory and complete quantum kinematics. 
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A class of time-dependent problems in two space dimensions possessing time-dependent 
invariants, bilinear in momenta, is considered. Explicit expression of the potentials and the 
corresponding invariants are derived. Quantum mechanics is introduced in these time-dependent 
problems directly through a Feynman propagator defined as a path integral involving the classical 
action. The propagators are shown to admit expansions in terms of the eigenfunctions of the 
corresponding invariant operators. Equivalence of the present theory to that of Lewis and 
Riesenfeld [H. R. Lewis, Jr. and W. B. Riesenfeld, J. Math. Phys. 10, 1458 (1969)] is discussed. 

I. INTRODUCTION 

The problem of obtaining exact invariants of motion for 
certain time-dependent systems has received a great deal of 
attention. Most of the systems considered so far have been 
one dimensional for which invariants that are either linear or 
quadratic in momentum are reported. These invariants have 
invoked interest partly because of their relation to certain 
pairs of nonlinear equations,1-3 and partly because of their 
utility in solving a class of time-dependent quantum me­
chanical problems.4-9 Apart from their mtrinsic mathemat­
ical interest, the invariants have invoked much attention be­
cause of their use in discussing several physical 
problems;4,lO-l2 for example, the fact that an invariant satis­
fied Liouville equation has been exploited recently to con­
struct exact time-dependent solutions of the Vlasov-Poisson 
and Vlasov-Maxwell equations. 10,1 I 

In the present paper, we consider the class of time-de­
pendent potentials in two dimensions possessing the most 
general type of invariant that is bilinear in momenta. For 
time-independent problems in two dimensions the existence 
of an invariant, other than the energy integral, containing 
the bilinear term has been discussed by several authors. 13-15 
However, for time-dependent systems the algebra is more 
involved; the derivation is essentially based on an extension 
of the direct method due to Lewis and Leach. 16 

One of the motivations in looking for such invariants is 
towards solving the time-dependent quantum mechanical 
problems. Lewis and Riesenfeld4 first exploited the invariant 
operators in this direction. They showed that the general 
solution of the time-dependent Schrooinger equation can be 
expressed in terms of the eigenfunctions of the invariant op­
erator of the corresponding problem. 

A more direct way of introducing quantum mechanics 
for a problem specified by classical Lagrangian is through 
the Feynman propagator. Ohara and Lawande8,9 have 
shown recently that the existence of an invariant greatly sim­
plifies the derivation of the propagator. It turns out that the 
Feynman propagator for the time-dependent problem in one 
dimension is related to the propagator for an associated 
time-independent problem. We show, in this paper, that this 
result is also valid for two-dimensional problems. 

A brief outline of the present paper is as follows. In Sec. 
II, we outline the derivations of the forms of the potential 

that admit the invariants and the corresponding expressions 
for the invariants. Applications to quantum mechanics via 
th~ Feynman propagator are discussed in Sec. III. Further­
more, we show that the propagator admits an expansion in 
terms of the eigenfunctions of the invariant operator, and 
discuss the equivalence of the Lagrangian approach to that 
of Lewis and Riesenfeld.4 Finally, some concluding remarks 
are added in Sec. IV. 

II. DERIVATION OF THE INVARIANTS 

We consider a particle moving in a two-dimensional 
space under a time-dependent potential V(q,t) , q = (ql> Q2)' 

The Hamiltonian is 

H(q, p,t) = (p2/2) + V(q, t), p = (Pt>P2)' (2.1) 

We assume that the Hamiltonian (2.1) admits most general 
time-dependent invariants, bilinear in momenta, of the form 

I(q, p,t) = p~fl (q, t) + P1P2!;(q, t) 

+ p~ J3(q, t) + Pt!4(q,t) 

+ P2!s(q, t) + fo(q, t). (2.2) 

The defining equation of the invariant is 

dI = aI + ± (aI aH _ aI aH) = o. (2.3) 
dt at i-I t7qi apt apt aq; 

Equation (2.3) imposes restriction on the potentials. Our 
aim is to find out the explicit form of the potential as well as 
that of the invariant. Equating different powers of the p's we 
get the following set of first-order partial differential equa­
tions (POE): 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 
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all + ai4=o, 
at aql 

(2.9) 

al3 + als =0, 
at aq2 

(2.10) 

a 14 + a 10 _ 2/1 av -12 av = 0, 
at aql aql aq2 

(2.11 ) 

als + alo -12 av _ 2J; av = 0, 
at aq2 aql aq2 

(2.12) 

alo -i4 av -Is av =0. 
at aql aq2 

(2.13) 

The solution of these PDE determine the forms of the poten­
tial and the invariant. After solving the Eqs. (2.4)-(2.13) 
consistently, we arrive at the following expressions of the 
potentials and the corresponding invariants. 17 

A. Invariants having a bilinear form In momenta 

There are two invariants in this case. The potential giv­
ing rise to these as well as the form of the invariants are listed 
below. 

Case (A): 
2 

V(q, t) = - L xj(qj -Xj) 
j=1 

+ ~ r( ql - XI) + G(r, t), (2.14) r q2 -X2 
J(q, p, t) = H(PI -X I )(q2 -x2) - (P2 -X2)(ql _XI)]2 

+ r (ql - x l )/(q2 - x2 »), (2.15) 

where 

2 r = L (qj _Xj)2, (2.16) 
j=1 

andxI (t),x2(t), G, and rare the arbitrary functions of their 
arguments. 

Note that although the potential (2.14) contains an ar­
bitrary function G, the corresponding invariant (2.15) does 
not contain any term involving G. The term involving r in 
potential looks like the usual centrifugal term modified by a 
factor depending on the angle between the shifted coordi­
nates. The first term in (2.14) expresses the linear perturba­
tion. The quadratic term in the invariant (2.15) appears as 
time-dependent angular momentum in shifted coordinates. 
We may, however, remark that the appearance of the time­
dependence in the potential (2.14) is more relaxed through 
arbitrary function G in view of the time-dependence in the 
corresponding invariant (2.15). An interesting special case, 
for which r = 0 and G = £Ji(t)r, is the linearly perturbed 
time-dependent isotropic oscillator. The invariant (2.15) 
shows that time-dependent angular momentum is indeed the 
conserved quantity for it. 

Case (B): 

(2.17) 
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where 

2u2= (R2+C2) + [(R2+C2)2_4c2Qi]1/2, 

2 v2 = (R 2 + c2) _ [(R 2 + C2)2 _ 4CQi ] 1/2, 

R 2=Qi +Qi, 

QI = (1I-/2)(QI + Q2)' 

Q2 = (11-/2) ( - QI + Q2), 

QI =ql +r (t), 

Q2 =q2 +ao, 

PI=QI' 

(2.19) 

(2.20) 

(2.21) 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

P2 = Q2' (2.27) 

and/, g, and r (t) are arbitrary functions of their respective 
arguments, and ao and c are some arbitrary constants. 

Another class of potential can be obtained by replacing 
QI by Q2 and r (t) bya(t) in Eq. (2.17). In this case, r will 
be an arbitrary constant ro and the invariant will be same as 
Eq. (2.18). 

We note that the potential (2.17) contains elliptic co­
ordinates. So these type of potentials are useful where the 
problem has an elliptic symmetry and in these coordinates 
the problem is separable. 18 For the time-independent case, it 
goes over to the known result exactly.14.IS 

B. Invariants having a quadratic form In the momenta 

For h (q, t) == 0, we obtain the invariants that are qua­
dratic in momenta. The potentials and the corresponding 
invariants are listed below. 

Case (C): 

V(q, t) = ± { -PkqZ + (PkXk - Pkxk ) .!!!:..... 
kl ~k Pk 

+Pk- 2Gk(qk ~Xk )}, (2.28) 

J(q,p,t) = ± {~[Pk(Pk -Xk) -A(qk -Xk )]2 
k= I 2 

(2.29) 

where PI (t), P2(t), XI (t), X2(t), G I , and G2 are arbitrary 
functions of their respective arguments. It is interesting to 
note here that the invariant (2.29) is a generalization of the 
one-dimensional invariant obtained by Lewis and Leach. 16 

As an example we consider a two-dimensional anisotropic 
harmonic oscillator with time-dependent frequency acted on 
by the external force. The potential then has the form 

V(q, t) = HOi (t)qi + O~ (t)qn 

(2.30) 

Comparing with the form (2.28), we have 
Gk = 0 (k = 1,2) and two auxiliary equations for each k: 
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(2.31) 

Xk + O~ (t)Xk = Fk (t), 

for detennining the functions Pk and Xk' The equations 
(2.28) and (2.29), however, imply that the more general 
external forces derivable frompk" 2Gk (qk - Xk )/Pk may be 
added to basic harmonic oscillator potential (2.30). These 
forces depend on the Pk and Xk and require tailoring accord­
ing to the auxiliary equations (2.31). 

Case (D): 

V(q, t) = -+(;+ ~)(if. +q~) + ; qlq2 

[( .. .. ) d(X2)]ql 
+ PXr-pxI +r dt p p 

[C " .. ) d (XI)]q2 23 + PX2 - PX2 + r dt p p' (. 2) 

The corresponding invariant has the form 

l(q, p, t) = !([P(pi - XI) - p(ql - X I)]2 - [P(P2 - X2) - P(q2 - x2) f} 

+ r(q2PI - qIP2) + (y/2p2)( - if. + q~) + (r/p) {(px2 - PX2)ql - (PXI - PXI )q2}' (2.33) 

wherep (t), r(t), XI (t), andx2(t) are arbitrary functions of time. Equation (2.32) can be looked upon as the potential of two 
linearly perturbed interacting time-dependent harmonic oscillators. Note, however, the presence of r( t) in the quadratic term 
in the potential implies that the frequency 9f two isotropic oscillators is modulated by the interacting strength. A particularly 
simple case of the potential (2.32) is obtained if r = 0 0 = const. The resulting potential corresponds to that of the two­
dimensional isotropic oscillator acted on by an external time-dependent force. For this case, the new invariant (2.33) we 
obtained is functionally independent from the one obtained from (2.29) by setting Gk=O and 0 1 (t) = 02(t). 

Case (E): 

V(q,t) =~(- P + Y)(if. +~) - {(PXI-PXI ) _r~(X2)} ql 
2 P p4 dt P P 

- {(PX2 -PX2) + r :t (~I)} ~ +P-
2
G(CI, C2)· (2.34) 

The corresponding invariant has the expression 

l(q, p, t) = !([P(PI -XI) -p(ql _X I )]2 + [P(p2 -x2) -P(q2 -X2)]2} 

+ r(q2PI - QIP2) + (y/2p2)(if. + ~) + (r/p)[ (PX2 - PX2)QI - (PXI - PXI )Q2] + G(CI , C2), (2.35) 

-It {cos r T ' ~ (XI) + sin r T ' ~ (X2)} dt', 
dt' P dt' P 

(2.36) 
C2 = ( - (q/p) sin rT + (q2/P) cos rT) 

It { • ,d (XI) , d (X2)} d ' + smrT - - -COSrT - - t, 
dt' P dt' P 

It dt' 
T = p2(t ') , (2.37) 

whilep (t), XI (t), and x2(t) are arbitrary functions of time 
and r is some constant. The potential (2.34) corresponds to 
the case of a two-dimensional isotropic oscillator with a 
time-dependent frequency perturbed linearly by a time-de­
pendent force and an additional arbitrary force derivable 
from the potential P-2G(CI, C2). Note that according to 
(2.36) this additional force generally depends (in a compli­
cated manner) on the constant r and the time-dependent 
functions p, XI' and X 2• A particular case is obtained when 
r = 0 whereby (2.34) takes the simple form 

V(q, t) = - (p/2p)(Qf + qi) - (PXI -pxl)q/p 

_ (px2 -px2 ) q2 +p-2G (QI -XI, Q2 -X2). 
P P P 

(2.38) 
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I 
III. APPLICATIONS TO QUANTUM MECHANICS 

A. Feynman propagator 

In Sec. II, we presented the class of time-dependent po­
tentials in two dimensions admitting invariants that are bi­
linear in momenta. We now discuss the application of such 
invariants towards solving the corresponding quantum me­
chanical problems. Given the classical Lagrangian, quan­
tum mechanics can be introduced through the Feynman 
propagator. This approach has the advantage that the quan­
tum superposition principle is already contained in the pro­
pagator. Further, it is expected that the existence of invar­
iants may simplify the derivation of the propagator. 

We recall here that the Feynman propagator 
K (q", t ";q', t ') is the quantum mechanical amplitude for 
finding a particle at position q" at time t H if the particle was 
at q' at an earlier time t '. The conventional definition of the 
propagator is the path integrall9 

K(q",t";q',t') = Iexp[~ r" Ldt ] li7q(t) , (3.1) 

where L is the classical Lagrangian 

L(g, 4, t) = (42/2) - V(q, t), (3.2) 

while li7q(t) is the usual Feynman path differential measure 
implying that integrations are to be performed over all possi-
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ble particle paths starting at q(t') = q' and terminating at 
q(t") =q". 

We now try to evaluate (3.1) further for a two-dimen­
sional problem, where q = (ql' q2) in each of the cases 
where an invariant exists. For convenience, we take the case 
(E) first and subsequently others in the following order. 

Case (E): The admissible form of the time-dependent 
potential is given by Eq. (2.34). Thus the Lagrangian has the 
form 

L 1 (. 2 ;.2 ) 1 (p f) (2 2 ) ="2 ql +'12 +"2 -;;- p4 ql +q2 

{( .. ..) d (X2)} ql + PXI - PXI - Y dt -;; -;; 

where 

XI = P It {cos yr' ~ (XI) + sin yr' ~ (X2)} dt', 
dt' P dt' P 

X2 = pIt { - sin yr' ~ (XI) + cos yr' ~ (X2)} dt'. 
dt' p dt' p 

+ {(PX2 -pX2) + y:r (~I)}~ -P-2G(CI, C2), 
(3.3 ) 

where CI and C2 are as in Eqs. (2.35) and (2.36). The forms 
of CI and C2 suggest a rotational transformation to new co­
ordinates 

(3.4) 

where r is as in (2.37). With this transformation the Lagran­
gian takes the following form: 

(3.5) 

(3.6) 

Since the transformation (3.4) implies that the path differential measure transforms as ~ q = ~ q, we may write the propaga­
tor as 

K(q", t"; q', t') = I exp{ ~ r" £ dt }~q(t). 
As the next step, we note that it is possible to write 

£=L(O)+ dx, 
dt 

where the new Lagrangian L (0) and the function X are given by 

(3.7) 

(3.8) 

L(O) = ~ p2{[! (ql ~XI)f + [:t (q2 ~X2 )f} - y{ (q2 ~X2) :t (ql ~XI) _ (ql ~XI) :Jq2 ~X2)} 

_p-2G (ql ~XI , q2 ~X2). 

X = W(qIt q2' t) - gU), 

where 

W(ql' q2' t) 

P (:;;2 -2) [- d (XI) - d (X2)] =2; 'II +q2 +p ql dt P +q2 dt p 
+ ~ (Xlq2 -X2ql)' (3.11) 

P 

g(t) = ~ rp2{[d~' (~I)r + [d~' (~2 )r} 

It • • dt' 
- y (XIX2 - XIX2) 7' (3.12) 

The path integral (3.7) now assumes the form 
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K(q",t";q',t') =exp{~ [XU") -XU')]} 

XK(O)(q", t"; q', t '), 

where 

(3.9) 

(3.10) 

(3.13 ) 

K(O)(q", t"; q', t') = I exp{ ~ f" L (0) dt }~q(t). 
(3.14 ) 

Further reduction of (3.13) is made by introducing a trans­
formation to new time r related to the old time t by (2.37), 
and letting Qk = (qk - X k )/p. Such a transformation in­
duces a change in the path differential measure ~ q k (t) giv­
en by7-9 
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(3.15) 

wherep' =p U ') andp" =pU "). The required propagator 
is then given by 

K(q", t "; q/, t ') = (_1_) exp {..!.- [XU") - xU I)]} 
p'p" Ii 

XK(O)(Q", 1'"; Q/, 1"), (3.16) 

Here the new propagator 

K(O)(Q", 1'"; Q/, 1") = f exp{ ~ [" ,2"(0) dT}.@Q(T) 

(3.17) 

corresponds to the new Lagrangian ,2"(0) (Q, d QI dT) given 
by 

,2"(0) = ~ [( ~~I Y + ( ~~2 y] 
(3.18) 

Clearly, the Lagrangian ,2"(0) (Q, d QI dT) corresponds to a 
time-independent problem. The expression (3.18) is ob­
tained from (3.9) with the help of new space-time (Q, 1'). It 
is thus seen that the original propagator is related to that for 

an associated time-independent problem. Further insight 
into the result obtained above may be obtained if we note 
that the classical Hamiltonian H (0) corresponding to ,2"(0) 

has the form 

H(O) = !(Pi + Pi) + y(Q2PI - QIP2) 

+ (r12)(Qi + Qi) + G(QI' Q2)' (3.19) 

where the canonically conjugate momenta PI and P2 are de­
fined as usual by 

a,2"(O) dQI 
PI = a(dQ/dT) = dT - yQ2' 

(3.20) 
a,2"(O) dQ 

P2 = a(dQ2IdT) = d/ + yQI' 

On the other hand, when the coordinate transformation 
(3.4) and the corresponding momentum transformation 

PI = PI cos yT + P2 sin YT, 

(3.21) 
P2 = -PI sin yT + P2 cos YT, 

are applied to the invariant (2.35) one obtains the invariant j 
expressed as a function of the new variables: 

j =! [P(PI - XI) - p(ll! - XI )]2 +! [P(P2 - X2) - P(q2 -X2) F + Y (q~1 - qIP2) + (rI2,o2)(qi + qi) 

+YP{ql:J~2)_q2:t(~I)}+G(ql~XI, q2~X2). (3.22) 

Further when expressed in terms of the new variables Qk, 
Pk , and 1', the invariant j (q, p, t) reduces to j(O)(Q, P), 
which is identical to H(O). Since Q and P are canonically 
conjugate variables, the quantum Hamiltonian H (0) and the 
invariant operator [(O)areobtainedbywritingPk = - ili(a I 
aQk) in (3.19): 

H = -- -+- -lliy Q2--QI-A (0) 1i
2 

( a 2 a 2) . (a a ) 
2 aQi aQi aQI aQ2 

+ ~ (Qi + Q~ + G(QI' Q2) 

:=[(0). (3.23) 

The propagator K (0) (Q", 1'"; Q/, 1") then represents the 
Green's function ofthe Schrodinger equation 

iii at/J (Q, 1') = H(O)t/J(Q, 1'). 
aT 

Thus, if the associated stationary problem 

H(O)¢n (Q) = An¢n (Q) 

(3.24) 

(3.25) 

admits a complete set of normalized eigenfunctions ¢n (Q) 
corresponding to eigenvalues An , the propagator has an ex­
pansion 

K(O)(Q", Til; Q', 1") 

(3.26) 
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where the summation over the index n stands for summation 
over discrete eigenvalues and an integration over continuous 
ones. The complete propagator (3.16) has then the follow­
ing expansion in terms of the eigenfunctions of the invariant 
operator 

K (q", til; q/, t ') 

(3.27) 

Case (D): In this case the admissible potential V(q, t) is 
given in expressions (2.32). We write the Lagrangian as 

L 1 (;.2 "2 ) 1 (p r) (2 2 ) =2 'II +q2 +2 p+ p4 ql +q2 

{ ( .. ..) d (X2)} ql + PXI - PXI - Y dt p p 

{( " ..) d (XI)} q2 r + PX2-PX2 -Y- - ---qlq2' 
dt p p p2 

(3.28) 

We first make an orthogonal transformation to a new coor­
dinate (ql' q2) as 

ql = (11{2) (ql + q2)' q2 = (11{2) ( - ql + Q2)' 
(3.29) 

In terms of the new coordinates the Lagrangian becomes 
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separable in ql and q2' We can write 

I = II (ql' q» t) + I 2(q2' q2' t), 

where 

- qf PI~ .... ql 
LI =-+--+ (PIXI-PIXI)-, 

2 2p1 PI 

I2 = q; + pii; + (P72 - PzX2) q2, 
2 2p2 P2 

PI(t) =P (t)exp( - r rp-2dt'). 

P2(t) =P (t)exp(r rp- 2dt'). 

X -It Xk -2d' k =Xk -Pk r-p t 
Pk 

(k = 1,2), 

XI = (l/{i)(X I + x2), 

X2 = (l/{i)( -XI +x2)· 

(3.30) 

(3.31 ) 

(3.32) 

(3.33 ) 

(3.34) 

(3.35) 

Since the transformation (3.29) implies that path differen­
tial measure transforms as ~ q = ~ q, we may write the pro­
pagator (3.7) as 

K(q", t"; q', t') = IT I exp(..!.... t'Ik dt)~qk 
k=1 Ii Jt' 

(3.36) 

In order to obtain the propagators /(1 and /(2' we per­
form steps similar to those described in (3.8) and onwards 
for case (E). We will quote the results. The final propagator 
for this case is 

K(q", t"; q', t') 

= IT (p"p/:) -112 exp {..!.... [Xk (t") - Xk (t')]} 
k= I Ii 
xKiO)(Q/:,1'/:; Q", 1',,), (3.37) 

K iO)(Q /:, 1'/:; Q ",1',,) 
= [217'ili( 1'/: - 1'" ) ] -1/2 

{ 
i [ Qk (1'1:) - Qk ( 1'" >] 2} 

Xexp - , 
21i (1'/: - 1'" ) 

where 

1'k = r Pk- 2(S) ds, 

Qk = (qk -Xk)IPk, 

Pkq~ + Wkqk 
Xk =-- ---gk' 

2pk Pk 

Wk =PkXk -hXk =p~ !!....(Xk), 
dt Pk 

1 It -2W2 d ' gk =2 Pk k t. 

(3.38) 

(3.39) 

(3.40) 

(3.41 ) 

(3.42) 

(3.43 ) 

Hence, the propagator for the original time-dependent 
problem of case (D) is shown to be related to a product of 
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two free-particle propagators in the new space-time 
(Qk' 1'k)' k = 1,2. 

We now apply the transformation (3.29) to the invar­
iantiofEq. (2.33). We obtained thereby, the expression 

[= - [PI<PI-XI) -PI(ql-XI)] 

(3.44) 

where the canonically conjugate momenta Pk = qk' After a 
further transformation to the new variables Qk and the cor­
responding canonical momenta P k = dQk I d1', the invariant 
reduces to another form 1(0) given by 

1(0) = - PIP2• (3.45) 

On the other hand, the Hamiltonian H (0) that follows from 
the new Lagrangian .Y (0) corresponding to the reduced free 
particle propagator (3.37) reads as 

H(O) = ~(Pi + Pi). (3.46) 

Using the quantization rule Pk = - iii (a laQk), we may 
write the corresponding quantum Hamiltonian operator and 
the quantum invariant as 

H (0) _ ~ ( a 2 a 2 ) 

- - 2 aQi + aQ~ , 
(3.47) 

j(O)= _~ a2 

aQl aQ2 
(3.48 ) 

Since the operatorsj (0) andH (0) commute, they have simulta­
neous eigenfunctions, which are in fact that product of eigen­
functions corresponding to the momentum operators PI and 
P2• The propagator K iO) (Q /:, 1'/:; Q ",1',,) isjust the Green's 
function of the free-particle ShrOdinger equation 

. ."ar/J(k) (k)(Q ) _ ~ ~ .1.(k)(Q ) (3.49) 
I a1' k,1'k - - 2 aQi 'f' k,1'k , 

and may be expanded in terms of the momentum eigenfunc­
tions. In summary we see that the propagator admits an ex­
pansion in terms of the eigenfunctions of the invariant opera­
tor. 

Case (C): In this case, initial Lagrangian corresponding 
to the potential (2.28) can be written as 

2 

L(q, g, t) = L Lk (qk' ilk' t), (3.50) 
k=1 

with 
, ili Aqi 

Lk(qk,qk' t) =-+--
2 2pk 

( .. .. ) qk -2G (qk-Xk) + PkXk -PkXk - +Pk k . 
Pk Pk 

(3.51) 
The Lagrangian (3.51) is ofthe same form as in (3.31) and 
(3.32) except for the additional term involving 
Gk (k = 1,2). We may, however, note that no rotation of 
coordinates is needed in this case. Following steps similar to 
those described in (3.8) and onwards, final expression of the 
propagator can be recast in the form (3.37) except that the 
reduced propagator has the form 

K iO)(Q /:, 1'/:; Q ",1',,) 

(3.52) 
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(3.53) 

The functions 'T'k' Qk' Xk' Wk , and gk are now given by 
(3.39)-(3.43),whereQk andXk are replaced by qk andxk' 
respectively. The phase factor appearing in the expression of 
the propagator in this particular case matches with that of 
Ray and Hartley, S obtained by employing the Lewis-Riesen­
feld theory.4 

The classical Hamiltonian corresponding to the Lagran­
gian 2'1°) in (3.53) is 

(3.54) 

where Pk is the canonical momentum conjugate to the new 
variable Qk' On the other hand, the invariant (2.29), when 
expressed in terms of new variables, is identical to the Hamil­
tonian (3.54). Hence, the propagator or in particular the 
reduced propagator (3.52) admits an expansion in terms of 
the eigenfunctions of the invariant operator corresponding 
to (2.29). 

Case (A): In this case, no rotation of coordinates need be 
performed over the Lagrangian corresponding to the poten­
tial (2.14). Thus the propagator will assume the form (3.13) 
where q should be replaced by q. The function X is given by 

X = .± [Xi (qi - X j ) + J... It X; dt], (3.55) 
.=1 2 

while the reduced propagator (3.14) in terms of new varia­
bles 

r=Qf+Qi, 

tan () = Q21QJt 

will take the following form 

K(O)(r", t"; r', t') = I exp( ~ r" L (0) dt )it'r. 

(3.56) 

(3.57) 

(3.58 ) 

(3.59) 

We note that the path differential measure in the reduced 
propagator transforms as it' q = it'r in terms of the new var­
iables (r, ()). The Lagrangian L (0) has the form 

L (0) = P. + rip _ r o«(}) _ G(r t) 
2 2 r ' , (3.60) 

with r(z) = ro(cot- I z). We may remark here that there­
duced Lagrangian (3.60) is also explicitly time-dependent. 
Thus the propagator for the original time-dependent prob­
lem cannot be reduced to the propagator for a time-indepen­
dent problem like other cases. Nevertheless, the reduced 
propagator -( 3.59) can be further simplified with the knowl­
edge of the invariant (2.15). The Hamiltonian for the La­
grangian (3.60) is 

H(O) = P; + G(r, t) + ~ [p; + r o«(}) ], (3.61) 

where 

Pr = r, Pe = rO. (3.62) 

Expression of the invariant (2.15) in terms of the polar co-
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ordinates (3.57) and (3.58) 

I = p~/2 + r o«(})' (3.63) 

It is now clear that in the representation where quantum 
mechanical operator corresponding to (3.63) is diagonal the 
Feynman propagator can be expanded in terms ofthe eigen­
functions of the invariant operator. If the corresponding ei­
genstates are denoted by Y/ «(}) then the propagator assumes 
the expansion 

K(O)(r", t"; r', t') 

= L:K/(r", t"; r', t')y/«(}")yr«(}'). (3.64) 
/ 

Expression (3.64) shows the importance of the invariant 
operator. Indeed, the existence of the invariant operator sim­
plifies the evaluation of the propagator. We need to evaluate 
the propagator for the radial part ofthe problem only. 

Case (B): In this case, a similar procedure to that used in 
case A can be adopted. Explicit time dependence of the po­
tential can be filtered out through the function X in (3.13), 
defined as 

(3.65) 

The remaining Lagrangian L (0) in (3.14) does not contain 
time explicitly. It is given by 

L (0) = ~ (Qf + Qi) - (f(u) + g(v) )/(u2 
- v2

). 

(3.66) 
With the help of transformations (2.22) and (2.23) along 
with the transformations 

QI = (l/..j2)(QI + (2)' 
(3.67) 

Q2 = (l/..j2) ( - QI + (2)' 
the reduced Lagrangian L (0) in (3.66) can be written as 

L (0) = ~ (Qf + Qi) - F (01, (2)' (3.68) 

where 

(3.69) 

Since the transformations (2.22)-(2.25) change the path 
differential measure in (3.14) asit'q = it'Q, the propagator 
for this case finally takes the following form: 

K(q",t";q',t') 

= exp{ ~ [X(t") - X(t')] }K(O)(Q", t"; Q', t'), 

(3.70) 

where K (0) is the reduced propagator for the time-indepen­
dent Lagrangian (3.68). Next, to bring out the role played 
by the invariant operator, we express (2.18) in terms of the 
new coordinates 01 and 02' It has the form 

I = ~ (02PI - 01P2)2 + (c2/4)(pf - pi) + G(OI' (2)' 
(3.71 ) 

where 

g(v) 
u2 _ v2 ' 

(3.72) 

and PI and P2 are canonical momenta conjugate to the co-
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ordinates Q 1 and Q2' respectively. It can be shown that invar­
iant operator corresponding to (3.71) and Hamiltonian op­
erator corresponding to the Lagrangian (3.68) commute. 
Hence they have the same eigenstates. So the propagator 
(3.70) admits an expansion in terms of the eigenstates of the 
invariant operator. 

B. Comparison with the Lewls-Rlesenfeld theory 

In Sec. III A, we have shown that for time-dependent 
problems admitting an invariant quadratic in momenta, the 
Feynman propagator is related to the propagator of an asso­
ciated time-independent problem. Moreover, the propagator 
admits an expansion in terms of the eigenfunctions of the 
invariant operator. It may be of some interest to compare the 
present approach based on the classical Lagrangian with 
that of the Lewis-Riesenfeld theory.4 These authors showed 
that for a quantal system characterized by a time-dependent 

A A 

Hamiltonian H(t) and a Hermitian invariant 1(t) the gen-
eral solution of the time-dependent Schrooinger equation 

iJ"V A 
ift- (q, t) = H(t) 'II (q, t) (3.73) at 

can be written as 

,., ~ C ian(t) ./. ( "1"(q, t) = £.. ne 'f'n q, t). (3.74) 
n 

Here tPn (q, t) are the normalized eigenfunctions of the in­
variant operator 

(3.75) 

where the eigenvalues An are independent of time. The ex­
pansion coefficients Cn are constants, while the time-depen­
dent phases an (t) are to be obtained from the equation 

(3.76) 

Now consider, for example, the quantal Hamiltonian H cor­
responding to the classical Lagrangian (3.3). If we perform 
a unitary transformation 

tP~ (q, t) = URtPn (q, t), 

where UR is the rotation operator 

U {
irr (A A A A )} 

R = exp ---,; Q2Pl - QJP2 , 

Eq. (3.75) transforms to 

I ' tP~ (q, t) = A n tP~ (q, t), 

where the transformed invariant operator 
A, A t 
1 =UR1UR • 

Next apply another unitary transformation 

tP;(q, t) = UtP~ (q, t), 

with the operator 

U = exp{ - (ifft) W(ql' q2' t)}, 

(3.77) 

(3.78) 

(3.79) 

(3.80) 

(3.81) 

(3.82) 

where W(q.l' q2' t) is as in Eq. (3.11). The operator I' now 
changes to 1 II 

(3.83) 

and Eq. (3.79) becomes 
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(3.84) 

This transformed invariant I" when expressed in terms of 
the new variables Qk = (qk - X k )fp is the same as 1(0) de­
fined in (3.23). It therefore follows that the corresponding 
normalized eigenfunctions 

(3.85) 

Further, after applying successively the unitary transforma­
tions UR and U, Eq. (3.76) determining the phases reduces 
to 

(3.86) 

whereg(t) is as defined in (3.12). Finally using (3.84), and 
integrating over time t, we obtain 

An It dt' g(t) 
an (t) = - ---,; 7 - --,;-. (3.87) 

Note that these phase factors appear naturally in our expan­
sion (3.27) for the propagator K. 

Similar considerations apply to other invariants also. 
We thus see that our formulation is equivalent to the Lewis­
Riesenfeld theory. However, in the Feynman propagator ap­
proach, the steps which are essentially equivalent to those 
above are carried out classically on the Lagrangian leading 
to a transformation of the path differential measure. More­
over, the quantum-mechanical superposition principle is 
evident in the reduced propagator It (0). 

IV. CONCLUSIONS 

In this paper we have considered a new family of inte­
grable time-dependent dynamical systems for one particle in 
two space dimensions possessing invariants that have a gen­
eral bilinear form in the momenta. We have derived the ex­
plicit expressions for the admissible potentials and also the 
corresponding invariants. This is achieved through the deri­
vation and resolution of a set of partial differential equations 
to be satisfied by the coefficients of the bilinear form. We 
have shown that the existence of the invariants considerably 
simplifies the derivation of the Feynman propagator. It has 
been shown, without carrying out an explicit path integra­
tion, that the propagator in all cases other than case A, is 
related to the propagator for an associated time-independent 
problem. Further, it is shown that each propagator for these 
problems admits an expansion in terms of the eigenfunctions 
of the corresponding invariant operator. This establishes the 
equivalence of the present theory with that of Lewis and 
Riesenfeld. 
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A modified operator method based upon the SO (2.1) dynamic group is applied to the one­
dimensional anharmonic oscillator potential V(x) = x 2 + Ax21 (1 + gx2 ). A tilting . 
transformation is carried out in order to improve the rate of convergence of the algebraic 
perturbation series. Very accurate results are obtained for the energy eigenvalues and for the wave 
functions especially in the case of small g-values. 

I. INTRODUCTION 

The SchrOdinger equation 

of which the eigenvalues are denoted as k(k - 1). We shall 
utilize only the fj) + (k) representation such that the ortho­
normal group states In,k ) diagonalize K3 as 

[:x: + E - Vex) ]¢,(X) = 0, 

with an interaction of the type 

vex) = x2 + Ax2/(1 + gx2
), 

(Ll) K3In,k) = (n+k)ln.k) (n=O,l .... , k>O). (2.3) 

Introducing further the step operators K ± = K I ± iK2, it is 

( 1.2) 

has been studied by many authors. 1-10 This type of potential 
is related to certain laser theory models II and also to a zero­
dimensional field theory with a nonlinear Lagrangian. 12 

Among the methods which have been followed in the investi­
gation of the eigenvalues and eigenfunctions of the differen­
tial equation (1.1), let us mention the variational Rayleigh­
Ritz formalism, I perturbation algorithms.2

-
5 schemes based 

upon Pade approximants,6 and direct numerical integration 
techniques.' Recently, exact solutions to the SchrOdinger 
equation (1.1) with V(x) given by (1.2) have been con­
structed.8-IO 

In the present paper we shall treat the problem in the 
context of algebraic perturbation theory. Therefore, we pres­
ent an approach based on the Lie algebra of SO (2,1), well­
known to be the dynamic group for a number of systems. 13 

In fact, this so-called dynamic-group method has previously 
been used to treat the Yukawa potential14

•
15 and certain 

screened Coulomb potentials. 1
6-18 We also introduce a tilt­

ing transformation that relates between the physical states 
and perturbation series of group states that are the basis of 
the relevant unitary irreducible representations of SO (2,1). 
In configuration space this transformation amounts to a 
scale transformation. 19 Here we use the adjustable scale pa­
rameter to accelerate the convergence of the perturbation 
expansions,2° We finally obtain very accurate results for the 
lowest eigenvalues for a class of typical A- and g-values. 

II. ALGEBRAIC FORMULATIONS 

The SO (2,1) Lie algebra consists of the generators K I' 
K2, and K3 satisfying the commutation relations 

[K\JK2] = - iK3' 

[K2,K3J = iKI' 

[K3,Kd = iK2' 

and the Casimir invariant 

Q=K~ -Ki -KL 

(2.1 ) 

(2.2) 

straightforward to demonstrate that 

K+ln.k) = [(n+ 1) (n+2K)] 1/2 In+ l,k). 

K_ln,k)=[n(n+2k Op/2In-l,k). (2.4) 

A realization of this SO (2,1) algebra relevant for one-
dimensional oscillator-type Hamiltonians iS21

: 

KI = !(lP2 
- x 2

), 

K2 = !(xp iI2), (2.5) 

K3 = !(lP2 + x 2
). 

where p = - id Idx. Moreover. for the one-dimensional 
case we have Q = - -t\ so that k can take the values 1 or~, the 
first value covering the states with even parity, and the sec­
ond covering the odd parity states. 

On account of (2.3) and (2.5). the orthonormal group 
states In.k) can be expressed in configuration space in terms 
of the usual harmonic oscillator eigenfunctions 
u" (x) = [2"n!.fjTl - 1I2H" (x)exp( - x 2/2) as follows: 

ifk=l, 

ifk =~. 
(2.6) 

The extra phase factor in the expressions (2.6) stems from 
the relations (2.4), whereas the factor 21/4 is necessary to 
preserve the normalization to unity. 

The SchrOdinger equation (1.1) with V(x) given by 
(1.2) can be reexpressed with the help of (2.5) as 

G(E) I¢,) = 0, (2.7) 

with 

G(E) = [1 +g(K3-KI )] [4(K3+KI ) 

+ (K3-KI ) -EJ +A(K3 -K1 ). (2.8) 

Note that we have first multiplied (1.1) on the left with 
1 + gx2

• Now we introduce a supplementary parameter on 
performing a tilting transformation, i.e., 

I~) = e - iI:lK'I¢'), (2.9) 

(2.10) 

a) Senior Research Associate of the National Fund for Scientific Research Hence, the eigenvalue problem (2.7) turns into an equiva-
(Belgium). lent one, namely 
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O(E,8) = I~) = o. (2.11 ) 

Through the use of the Baker-Hausdorff-Campbell for­
mula, it is readily shown that 

e-/9K'(K3 ± K I )eI9K, = e±9(K3 ± K I )· 

Setting 

e- 9 = (d, 

it follows from (2.8), (2.10), and (2.12) that 

(2.12) 

(2.13) 

O(E,8) = (4/(d) (K3 +KI ) +(d(1 +..t -gE) (K3 -KI) 

+4g(K3- K I) (K3+KI ) 

(2.14) 

From this expression it is easy to calculate the matrix ele­
ments of the operator 0 (E,8) in the group state basis. By the 
aid of (2.3) and (2.4) we find 

(n,k IO(E,8) In,k) 

= (n + k)[ (1 +..t)(d2 + 4]1(d - [1 + (dg(n + k)]E 

+ g(n + k)2(3Cd2 + 4)/2 + gk( 1 - k) «(d2 - 4)/2, 
(2.15) 

(n + l,k IO(E,8) In,k) 

= [4/(d + 4g - (d(1 +..t -gE) - (d2g(2n + 2k + 1)] 

X[(n+l) (n+2k)j112/2, (2.16) 

(n - l,k IO(E,8) In,k ) 

= [4/(d - 4g - (d(1 +..t - gE) - (d2g(2n + 2k - 1)] 

X [n(n + 2k - 1) jI/2/2, (2.17) 

(n + 2,k IO(E,8) In,k) 

=g«(d2 - 4)[ (n + 2) (n + 1) 

X (n + 2k) (n + 2k + 1) ]1/2/4, 

(n - 2,k IO(E,8) In,k ) 

=g«(d2 - 4)[n(n - 1) 

X(n+2k-l) (n+2k-2)j1/2/4, 

(2.18) 

(2.19) 

all other matrix elements being zero. From the formulas 
(2.15)-(2.19), we are going to build up a perturbation ex­
pansion for solving the eigenvalue problem (2.11). 

III. PERTURBATION EXPANSION 

A first approximation to the eigenvalues ofthe O(E,8) 
operator can be obtained by considering only its diagonal 
terms (2.15). Hence, we calculate E ~?1 (8) on setting 

(n,kIO(E,8)ln,k) =0, (3.1) 

and by solving this equation with respect to E. Although the 
exact O(E,8) eigenvalues should be independent of 8 (or 
equivalently of (d), E ~?,: (8) is clearly 8-dependent. A possi­
ble choice for 8 that yields attractive results has been pro­
posed by Feranchuk and Komarov,22 i.e., 

",k (8=8) =0 r
aE (0) (8)] 

a8 ",k' 
(3.2) 

bation terms. Let us therefore notice that all matrix elements 
of 0 (E,8) are linear with respect to E. Hence, we can write 

(n ± i,k IO(E,8)ln,k) = a"±I,,, + b"±/,,,E (3.3) 

(n = 0,1,2, ... , i = 0,1,2,), 

whereby the coefficients a and b are easily obtained from 
(2.15)-(2.19). Since the O(E,8) operator leaves the k-value 
invariant we can develop its nth eigenstate I ~ ",k)' belonging 
to a particular k-value, in terms of the zeroth-order eigen­
functions I i,k ), which are the SO (2,1) group state of the 
representation PP + (k); i.e., 

(3.4) 

Substituting (3.4) into (2.11) we thus obtain, with the help 
of(3.3), 

ao J+ 2 

L L (aJI + bJIE",k )CI V,k ) = o. (3.5) 
J=0/=J-2 
Since the states V,k) (j = 0,1,2, ... ) constitute a basis, 

each coefficient of V,k) in (3.5) should vanish separately. 
For j = n we solve the resulting secular equation with re­
spect to E",k' which yields 

E _ a""c" + ~1""a"lc/ 
",k-- b ~ b ' 

""c" + ~/"" ,,/CI 
(3.6) 

whereas forj=l=n we solve the secular equation with respect 
to cJ ' yielding 

_ ~1"JaJlcl + ~1"JbJICIE",k cJ - - (j=l=n). (3.7) 
aD +bDE".k 

It is clear that (3.6) and (3.7) have the appropriate form to 
establish an iteration algorithm for the calculation of E",k' 
Indeed, denoting by E ~~1 and cJ') the I th order approxima­
tions of E ",k and cJ' respectively, we can prescribe the follow­
ing Gauss-Seidel iterative scheme23

: 

X (aD + b.uE ~~k 1) - I (j=l=n) (/> 1), 

C~/) = 1 (/>1), (3.8) 

whereby the initial c-values are given by c:O) = 8/". 
For any 8-value for which the scheme (3.8) is conver­

gent, we must necessarily find that lim1_ ao E ~~1 = E",k' 
Nevertheless, we can expect that the rate of convergence is 
effectively 8-dependent. This fact has been confirmed by our 
numerical treatment, which is discussed in Sec. IV. 

Whenever we have obtained in this wayan acceptable 
approximation of E ",k' the corresponding eigenvector I'" ",k ) 
is, on account of (2.9) and (3.4), determined by 

in which case 8 will depend on the state considered. I'" ",k) = e/9K, L C i I i,k ). 
Here, however, we shall correct the zeroth-order levels 

(3.9) 

by treating the nondiagonal terms (2.16)-(2.19) as pertur- Since 
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TABLE I. Energy eigenvalues for the AX2 j ( 1 + gr) potential. The correspondent iii-value and the number of iterations required are indicated between 
squared brackets. 

g "- A 0.1 

1.043713044 1.380531 800 938 
[ 1.650 10) [ 1.281 10) 

3.120081864016 4.079 883 011 687 
[ 1.673 10) [ 1.283 10) 

0.1 5.181094785885 6.667919100023 
[ 1.565 10) [ 1.350 10) 

7.231009 980 656 9.166567472 792 
[ 1.550 15) [ 1.282 15) 

1.024 109 594 849 1.232 350723 405 
[0.580 30) [0.578 25) 

3.051490192075 3.507 388 348 905 
[0.651 30) [0.626 30) 

5.058 963 280762 5.589 778 933 736 
[0.822 40) [0.762 35) 

7.064 886134163 7.648201 241 723 
[ 1.128 60) [ 1.089 50) 

1.005 942 881 1.059 296 881 
[0.223 100) [0.216 100) 

10 3.008 810 926 3.088 090 846 
[0.251 120) [0.251 120) 

K2 = -..!.. i(X ~ + ..!..) 
2 dx 2 

and 

exp(Ox ! )!(X) =!(x exp(O») 

for an arbitrary function! (x) (see Ref. 16), we immediately 
derive from (2.6) that in configuration space the eigenfunc­
tion ItPn.k) is approximated by 

_ { AYrCiU2{~X). 
ItPn.k) - ( IT ) 

AYrCiU2i + 1 \j ~ x, ifK=l 

if k = A, 
(3.10) 

In both cases A is a normalization factor resulting from the 
condition (tPn.k ItPn.k) = 1. 

IV. NUMERICAL RESULTS AND DISCUSSION 

We have applied the iterative scheme expounded in Sec. 
III for the calculation of the energy values of the ground 
state and some of the first excited states for certain typical A­
andg-values. In every case we have derived an optimal value 
of the tilting parameter {t} = exp( - 0) for which the rate of 
convergence is as high as possible. The number of iterations 
needed in order to achieve the required accuracy is essential­
ly g-dependent. All these results are listed in Table I. 

We notice from Table I that for the smallestg-value we 
already find the energy values with an accuracy of 12 signifi­
cant figures within a ten-step process. To our knowledge, 
such a high degree of precision has, for the potential consid­
ered, never been obtained before by any other method. Cer­
tainly, for g = 0.1, this potential is nearly a pure harmonic 
oscillator potential of the form (1 + A )x2

• Hence, the eigen­
values should be close to (2n + 1) (1 + A) 1/2 and the corre­
sponding eigenvectors should not differ very much from the 
pure harmonic oscillator states Un ((1 + A) 1/2x). This gives 
us a theoretical foundation for the fact that the optimal {t}-
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10 100 

3.250261 220414 9.976 180087723 
[0.585 10) [0.205 10) 

9.619066412190 29.781 191 110777 
[0.600 10) [0.201 10) 

15.729336336800 49.292690504 627 
[0.620 10) [0.205 10) 

21.591005510 857 68.513062234511 
[0.633 10) [0.205 10) 

2.782330515932 9.359418026324 
[0.578 25) [0.193 IS) 

7.417505896275 26.705965628381 
[0.505 30) [0.235 20) 

10.701025575410 41.441099751485 
[0.554 30) [0.235 20) 

13.388323494238 53.839093 264 554 
[0.779 35) [0.261 25) 

1.580 022 327 5.7939423002 
[0.218 100) [0.171 100) 

3.879036 830 11.572 196776 
[0.258 120) [0.226 120) 

value is found in the neighborhood of (2/ (1 + A) ) I /2. A final 
verification is obtained by inspection of the c-coefficients in 
the expansion (3.9) or (3.10). In Table II we list these coef­
ficients for A = g = 0.1 and for the ground state level n = 0, 
k = A. As expected, the most significant contribution comes 
from Co' the coefficient of uo( (2/{t}) 1/2x). 

For g> 1, the argument can be inverted. Indeed, since 
then the potential differs more significantly from the pure 
oscillator one, we can expect that a good approximation to 
the exact eigenfunctions in the form of an expansion in ap­
propriate harmonic oscillator eigenvectors should contain a 
rather large number of terms. Indeed, for g = 1 we find that 
on the average about 30 iterations are needed, whereas for 
g = 10 this number has already increased up to 100 in order 
to achieve an accuracy of ten significant figures. We there­
fore can conclude that the dynamic group approach com­
bined with an iteration scheme produces extremely accurate 
results for g-values that are not too large. With increasing g, 
the method remains very useful, although the numerical ef­
forts become comparable to the ones required by other tech­
niques. 

As a next comment we wish to draw attention to the fact 
that our method applies equally well to the case of negative 
A-values. In order to verify the accuracy of our approximate 

TABLE II. The c-coefficients occurring in (3.10) obtained with the tilting 
parameter iii = 1.65 for the ground state (n = O,k = 1> of the A.X2j 
(1 + gx2) potential with A. = g = 0.1. 

1.0 
- 5.445 65 

4.41931 
- 3.35493 

3.29004 
2.09723 
3.53266 
8.75631 

E+oo 
E-02 
E-03 
E-04 
E-05 
E-06 
E-07 
E-09 
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TABLE III. Eigenvalues for A. = - 0.42 and g = 0.1 calculated with 
C<I = 2. The number of iterations required is indicated between squared 
brackets. 

0.800 000 000 000 
2.455 698 585 119 
4.197895893444 
5.991398837190 
7.820 097 654 268 
9.674537312906 

[2 ] 
[11] 
[13] 
[14] 
[16] 
[18] 

results we considered typical ...1.- and g-values for which the 
exact solutions and eigenvalues of the Schrodinger equation 
are known.8 Again, the correspondence was found to be 
remarkably good. As an example, we give in Table III 
the calculated eigenvalues for g = 0.1, A. = - 4g - 21i 
= - 0.42, a case for which it is known8 that the lowest 

eigenvalue is exactly produced by the formula Eo = 1 - 2g. 
Finally, it should be remarked that the dynamic-group 

technique and the iterative scheme lend themselves very well 
and almost immediately to such a generalization that also 
three-dimensional problems can be treated. 
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Electromagnetic binding of a minimally Interacting, relativistic spin-O and 
spin-~ constituent: Zero four-momentum solutions 
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~ound ~tates. of a.c~mposite system co~sistin~ of a charged spin-O and a charged spino! constituent 
mteractmg vla.mm~mal e~ectrodynamtcs are mvestigated using the Bethe-Salpeter equation in the 
ladder approximation (smgle photon exchange). Although the interaction involves derivative 
couplings, ~ the li~it that t~e four-mome~tum is zero, it is possible to solve the integral equation 
by performmg a Wick rotation and employmg a method due to Fock. The eigenvalue spectrum of 
the coupling constant is found to be discrete. 

I. INTRODUCTION 

Since the determination of the value of the muon mass, 1 

it has been known that the electron-muon mass ratio is nu­
merically approximately two-thirds of the electromagnetic 
fine structure constant. If this is not a coincidence and 
charged leptons are composite, electromagnetism must play 
an important role in binding the constituents. However, no 
structure of leptons has been observed experimentally, so 
any constituents must be bound very tightly. The impor­
tance and strength of magnetic interactions in forming 
bound states at small distances was pointed out by Barut and 
his collaborators2 and then used to construct composite 
models of leptons. 3 In that work it was assumed that stable 
particles are fundamental and that the unstable particles are 
constructed from them. However, the strong similarity of 
the electron, muon, and tau argues against the electron being 
fundamental while the other two are composite. 

Taking the approach that all charged leptons are com­
posite, electromagnetic models in two space dimensions 
were shown to have two desirable features. 4 

( 1) All low-lying bound states have zero orbital angular 
momentum. If such states are comprised of a spin-O and a 
spino! constituent, then they would all have spino! as do the 
observed leptons. 

(2) The energy gaps between successively higher levels 
can increase, in qualitative agreement with the charged lep­
ton mass spectrum. 

We are thus motivated to consider a spin-O and a spino! 
constituent interacting relativistically via minimal electro­
dynamics. To describe this system we use the Bethe-Salpeter 
equationS in the ladder approximation. For mathematical 
simplicity, here only single photon exchange is considered, 
and the masses of the constituents are taken to be equal. 

We have been unable to separate the equation when the 
four-momentum of the bound state is timelike. By taking the 
four-momentum to be zero, the equation, which can be 
viewed as an eigenvalue equation for the coupling constant, 
is separated and solved. 

The zero four-momentum solutions found here are in­
teresting mathematically because they are obtained using a 
method due to Fock6 and elaborated on by Uvy,7 which is 
immediately applicable only to systems for which the inter­
action depends solely on the magnitude of the separation of 
the constituents. Minimal electromagnetic interaction of 

scalars, of course, involves derivative couplings that are of a 
more complicated form. 

It is speculative to assume that the charged leptons are 
composite and even more speculative to assume that the neu­
trinos are composite. Nevertheless we remark that if a neu­
trino is both massless and composite, solving the bound-state 
problem yields a constraint between the mass ratio (s) of the 
constituents and the coupling constant(s). For two equal­
mass scalars interacting via a massive scalar, it has been 
shown8 that an eigenvalue of the Bethe-Salpeter equation in 
the ladder approximation for zero four-momentum is also an 
eigenvalue of the corresponding Bethe-Salpeter equation for 
a lightlike bound state. If the eigenvalues for zero four-mo­
mentum and lightlike solutions are also the same for this 
model, then a calculation similar to the one performed here 
could be meaningful physically if neutrinos are composite. 
Such a calculation would have to include the seagull term 
and allow for unequal masses of the constituents. 

Zero four-momentum solutions have been obtained9 for 
two equal-mass spinors interacting via a massless scalar and 
a continuum of solutions for the coupling constant is found. 
On the other hand, discrete eigenvalues are found lO

•
ll for 

two scalars interacting via a massless scalar. A model inter­
mediate between the above two was considered by Sugano 
and Munakata, 12 who found zero four-momentum solutions 
for equal-mass spin-O and spino! constituents interacting via 
a massless scalar. They determined that the eigenvalue spec­
trum of the coupling constant is discrete. 

II. BETHE-SALPETER EQUATION IN THE LADDER 
APPROXIMATION 

We consider a spin-O field rp (x), which describes a parti­
cle with charge Q and mass m interacting via minimal elec­
trodynamics with a spino! field ",(x), which describes a par­
ticle with charge q and the same mass m. The 
(renormalizable) Lagrangian is 

L = : [(i a I' - QA I')rp 1[ ( - i al' - QAI' )rpt] _ m 2rptrp 

+ "trl' (i a I' - qA 1')", - m# - !FI''' FI''': , (2.1) 

whereFI''' = a" AI' - al' A". 
The two-particle, Bethe-Salpeter wave function is de­

fined to be 

(2.2) 
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In Eq. (2.2) the symbol Trepresents time ordering and the 
letter K labels the four-momentum of the bound state. The 
center-of-mass coordinates X " are defined by 

X" = sxj + 0- s)xf, (2.3) 

and the relative coordinates x" by 

x" =xj -xf. (2.4) 

If we take the constant S = m/ (m + m), we get the usual 
nonrelativistic definition of center-of-mass coordinates but 
there is no reason to make a specific choice. The dependence 
of X K (x 1,x2) on the center-of-mass coordinates factors with 
the result that XK (X1,x2) can be written as 

XK(X1,x2) = (217") -3/2e- iX "K"XK(X), (2.5) 

where XK (x) is given by 

XK(X) = (217")3/2(0ITtP[(1-s)xh6( -sx)IK). (2.6) 

Following standard procedures,S in the ladder approxi­
mationXK(x1,x2) satisfies13 

(ir"a1" - m)(a fa2" + m2)XK (X1,x2) 

= qQ [r"D"" (Xl - X2)a i 
+ air"D"" (Xl - X2)]XK (X1,x2) . (2.7) 

In the above equation D"" (x) is the photon propagator, 

f 
d4 e-IqPXpg 

D (x) = - -q- "" . (2.8) 
"" (217")4 r/q6 + iE 

To obtain a convenient form for (2.7), we rewrite it in terms 
of center-of-mass coordinates X " and relative coordinates 
x" and use (2.5). Setting the four-momentum K " = 0, 

In (2.9) we have replaced XK (x) by Xo(x) to indicate that 
the four-momentum K " has been set to zero. Fourier trans­
forming and defining 

1 f 4 ipPX 
Xo( p) = --2 d x e PXo(x), 

(217") 
(2.10) 

(2.9) becomes 

(r"p" - m)( - p"P" + m2
)xo( p) 

-iqQf d
4
q v 

= (217")4 (p _ q)2 + iE r (q" + p" )Xo(q) . 

(2.11 ) 

To put (2.11) in final form before solving it, we use the 
analytic properties of the wave function and continue the 
equation into Euclidean space a la Wick10 with the result 

DXo(p)=(Y·p + m)(p·p + m2)xo(p) 

+ qQ f d
4
q - ( )- ( ) 

(217")4 (p _ q) • (p _ q) r· p + q ~o q 

=0, 

where fo( p) ~o(ipo,p), the Euclidean scalar product 
p • p pO pO + p • p, and y • p=fPpo + rio The matrices y" 
are given by fP= - i ro, r = y, where the matrices r" are 
those given in Ref. 13. 

III. SEPARATION OF THE BETHE-SALPETER 
EQUATION IN EUCLIDEAN SPACE 

To separate the equation we note that it is rotationally 
invariant and therefore the operator D defined in (2.12) 
commutes with the Euclidean angular momentum operators 

, "" . " a +." a + i [-" -V] (3.1) = - lp - lp -- - r,r . 
ap" ap" 4 

(In Euclidean space we make no distinction between covar­
iant and contravariant vectors.) It is straightforward to 
show that the following three operators commute with D 
and with each other: 

! '''''''''', K ='f(iT iL i + 1),1 12 , 

where 

iTi= (~i :) 
and 

L i '..ijkja = -Ie' p -. 
apk 

(3.2) 

The u i are 2 X 2 Pauli spin matrices, Greek letters range 
from ° to 3, and Roman letters range from 1 to 3. The eigen­
functions fo thus can be chosen to be simultaneous eigen­
functions of the three operators listed in (3.2). 

Simultaneous eigenfunctions of K and ,12 are well 
known 14 and are constructed from t/J( ± ) (fJ3,t/J) given below. 
Introducing the polar coordinates 

pO = I plcos fJ2 , 

p3 = I plsin fJ2 cos fJ3 , 

p1 = I plsin fJ2 sin fJ3 cos t/J , 
p2 = I plsin fJ2 sin fJ3 sin t/J , 

we have 

and 

[
flE. 

",( +) (fJ "') = \j 2j 
"'j,m 3'''' N }-m 

2j 

j=I+!, 1=0,1,2, ... , 

j+ 1-m 
2(j + 1) 

j+1+m 
2(j + 1) 

j = 1- ! ' 1= 1,2, .... 

(3.3 ) 

(3.4a) 

(3.4b) 

The spherical harmonics Y'!' (fJ3,t/J) are written with the con-
(2.12) vention (Y'!')· = ( - 1)m Y 1- m and t/JL~) (fJ3,t/J) satisfy 
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(3.Sa) 

O'iLIt/J],~)(03,t/J) = - [1+(j+!)]t/Jj~~)(03,t/J). 

(3.Sb) 

The two-component eigenfunctions t/J],~) (03,t/J ) can be 
transformed into each other using the relationship 

t/Jj~~ ) (03,t/J) = ~;IP t/J],!.)(03,t/J) . (3.6) 

Using (3.5) the function 

/ 
( ± ) ( I I ~ 2 'I"},m 3''1'' [

~(±)(O )"'(±)(O "')] 

p) 1J(Cf)(02)t/J],!)(03,t/J) 
(3.7) 

is seen to be an eigenstate ofbothK and J 12 with respective 
eigenvalues ± (j +!> and m. 

To determine S ( ± ) (02 ) and 1J( ± ) (02 ) such that (3.7) is 
also an eigenstate of! J p,v J p,v, it is convenient to introduce 
the operator 

A=r'fL/O+uiLi+~, (3.8) 

where 

L/O= -ii~+ipo~. 
apo ap' 

(3.9) 

Since the operator A satisfies 

! J p,v J p,v = A 2 - a ' 
and the eigenvalues of! J p,v J p,v arel5 k f + 2kl + 1, where 
kl = !,~,~, ... , the eigenvalues a ofthe operator A are 

a = ± (k l + 1) = ±~, ± ~,.... (3.10) 

Thus X ° is a simultaneous eigenstate of the operators (3.2) if 
it is written in the form 

Xo =/ (±)( I pi ) til ± ) (02,03,t/J) 

(3.11 ) 

where 

(3.12a) 

and 

(±) _[s'-±(l, + 1) (02)t/Jj~;; )(03,t/J)] 
tl2 (02,03,t/J)= (±) (0 )"'(Cf)(O "') . 

1J - (k, + 1) 2 'I"},m 3''1'' 

(3.12b) 

In (3.11) either the top signs or the bottom signs must be 
taken and til ± ) and tI~ ± ), respectively, satisfy the equations 

Atll±) = (k l + 1)tll±), (3.13a) 

AtI~±) = - (k l + 1)tI~±). (3.13b) 

Substituting (3.12) into (3.13) and solving the resulting dif­
ferential equations yield the following solutions: 

(+) _ [(k l +j+ 1)Pi~~I12,j-1I2(02)t/J],~)(03,t/J)] 
til - 'p (2) (0 )"'( - ) (0 "') , 

I k, _ 112,} + 112 2 'I"},m 3''1'' 

(3.14a) 

tI( +) = [i(k l - j + 1) Pi~>.r 1I1,}-1I2 (02)t/J],~ )(03,t/J)] 

2 P i~>.r Ill,) + 112 (02)t/J}~;; ) (03,t/J) , 

(3.14b) 
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.J,( -) - r ./,( + ) 
'1"1 - 5'1"1 , (3.14c) 

tI~-)=r5t1i+). (3.14d) 

The eigenstates (3.14a) and (3.14b) are essentially those 
used in Ref. 12 to solve the corresponding problem in scalar 
electrodynamics. Note that til ±) and tI~ ±) are four-compo­
nent column "vectors," each component of which is a hy­
perspherical harmonic in a four-dimensional space. 

Using (AI7), (AI8), (A21), and (A22), til ±) and 
tI~ ±) are found to obey the useful relationships 

Y'ptll+) = -Ipltl~+), (3.1Sa) 

(3.1Sb) 

IV. SOLUTION OF THE BETHE-SALPETER EQUATION 

To solve the Bethe-Salpeter equation, we use the meth­
od of Fock6 and project four-dimensional momentum space 
onto the surface of a five-dimensional hypersphere with the 
transformation 

I pi = m tan(01/2) . (4.1 ) 

The factor 2 is included in the above formula because the 
range of 01 on a hypersphere must be 0<01<17' [see (A2)], 
so, as 01 varies over this range, I pi varies from 0 to 00 as 
required. Defining the four-vector q in analogy with (3.3) 
and (4.1), except that the angles are denoted by primes, we 
get 

d 4q= [m4/16cos8(0;/2)] 

X sin3 0; sinl 0 i sin 0 3 dO; dO i dO 3 dt/J' . ( 4.2) 

The components of the unit vector u in five dimensions are 

u = (cos 01, sin 01 cos 01, sin 01 sin O2 cos 03 , 

sin 01 sin O2 sin 03 cos t/J, 

sin 01 sin O2 sin 03 sin t/J) . (4.3) 

Using a corresponding expression for the unit vector v in 
terms of primed angles, it is straightforward to show that 

m2 

(p-q). (p-q) =-------
cos2

( 01/2 )cos2
( 0; 12) 

X![I-cose]. (4.4) 

In (4.4), e is the angle between the unit vectors u and v. 
With (4.2) and (4.4), the Bethe-Salpeter equation 

(2.12) can be written in the form 

(Y· p + m) (p. p + m2)xo( p) 

qQ f m
4 

= - (217')4 16cos8(0;/2) 

cos2
( 01/2 )cos2

( 0; 12) 
X--------

(m 2/2)( 1 - cos e) 

xY· (q + p)Xo(q) d!l(4) . (4.5) 

Takingio to be of the form (3.11) (and initially considering 
the case where the top signs are taken), (4.5) becomes 
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[m2/cos2(81/2)] [ - m tan(81/2) I (+ >(81)tP~ + > 

+ m tan(81/2)g( + >(81)tPl + > 

+ ml (+ >(81)tPl + > + mgt + >(81)tP~ + >] 

= _~m2 COS281 f dO(4) cos
2
(8112) 

(217')4 8 2 1 - cos 0 cos8 (8 ;/2) 

X r 0 (q + p) [ I ( + > (8 ; ) tPl + > 

(4.6) 

If I ( + > (81) and g( + > (81) are assumed to be ofthe form 

1(+>(8) 00 

8 I = L (2n+2v+3)/"P~3~v.k,_I/2(81)' 
cos (81/2) ,,=0 

(4.7a) 

(4.Th) 

where I" and gIl are constants, (4.6) can be written 

m3[~(1 + cos ( 1) F~ sin 81 

X {- f (2n+2v+3)/"P~3~v.k,_I/2(81)tP~+> 
,,=0 

+ ,,~o (2n + 2v + 3) gIl p~3~v.k,+ 1/2 (81)tP~ + >} 

+ m3[~(1 + cos ( 1) P 

X L~o (2n + 2v + 3)/" p~3~v.k,_I/2 (81)tPl + > 

+ f (2n + 2v + 3) g"P ~3~ v.k, + 1/2 (81)tP~ + >} 
,,=0 

= - [qQ /(217')4](m2/8)( II + 12) . (4.8) 

In (4.8), 

I 2 81 f dO(4) 2 8; -I = cos - cos -roq 
21-cos0 2 

and 

X [f (2n + 2v + 3) I" P ~3~ v.k, _ 1/2 (8; )tPl + ) 
,,=0 

+ ,,~o (2n + 2v + 3) gIl p~3~v.k,+ 1/2 (8 i>tP~ +)] , 

(4.9) 

1 2 81 - f dO(4) 2 8; 2=COS -rop cos -
2 l-cos0 2 

X [f (2n + 2v + 3)/" p~3~v.k,_1/2 (8 i>tPl +) 
,,=0 

+ ,,~o (2n + 2v + 3) gIl p~3~v.k, + 1/2 (8; )tP~ +)] . 

(4.10) 
I 

Using the identities in the Appendix, the left-hand side 
of (4.8) can be seen to be an infinite sum ofhyperspherica1 
harmonics of the form 

LP~~t_I/2(81)tPl+) and LP~~1,+I/2(81)tP~+)· 
~ ~ 

When sin 81 multiplies a term ofthe form P ~~L 1/2 (81) it 
can raise the second index by an integer [see (A24)], and 
when sin 81 multiplies a term of the form P ~3~ v.k+ 1/2 (81) it 
can lower the second index by an integer [see (A25) ]. Mul­
tiplication by cos 81 does not affeet the second index [see 
(A23) ]. Thus we reach the crucial conclusion that when 
r 0 p, or any integer power of cos 81, multiplies a hyperspher­
ical harmonic of the form being used here, it is possible to 
rewrite the product as a sum of hyperspherical harmonics. 
Rather than write out the lengthy expression for the nth 
term of the series for the left-hand side (lhs) of (4.8), we 
only write the first few, which are sufficient to determine the 
eigenValue spectrum of the coupling constant. 

Ihs of (4.8) 

m 3 (v+kl +V(v+kl +kl +!) 
=------=-----..::........--=--

8 (2v + 1)(2v - 1) 

X [ 10 + go( v + kl + ~)] [P ~32 3.k, + 1/2 tP~ + ) 

+ (V+kl-!)P~323.k,_I/2tPl+)] 

m
3 

v + kl + ~ { ( 5 ) +- 210+3 v+kl +- go 
8 2v + 1 2 

(v + kl + ~) [( 7) ]} 
+ 2v+ 3 J. + v+kl +1: gl 

XP(3) .1,( +) 
v - 2.k, + 1/2 '1'2 

X p (3) .1,( +) + 
v- 2.k, - 1/2 '1'1 .•.. (4.11) 

Turning our attention to the integral lion the right­
hand side of the Bethe-Salpeter equation (4.8), we note 
from the preceding discussion that after multiplication of the 
infinite series of hyperspherical harmonics by cos2 (8 ; /2) 
= (1 + cos 8 ; ) /2 and r 0 q, the series can be rewritten in 

terms of hyperspherical harmonics, which then can be inte­
grated using Heeke's theoreml6 [see (A9) and (AIO)]. Us­
ing (3.15), (4.1), and the identity 

sin (8; /2)cos (8; /2) = (sin 8; )/2, 

the expression (4.9) for II becomes 

1 m 2 81f dO (4) [LOO 

(2 2 3)/,' Ll'p(3) (Ll,).I,<+) I = - cos - - n + v + " sm !7 I " + v k _ 1/2 !7 I '1'2 2 2 l-cos0,,_0 ., 

(4.12) 

1347 J. Math. Phys., Vol. 27, No.5, May 1986 G. Bruce Mainland 1347 



                                                                                                                                    

From (A24) and (A25), 

1 m2 (}I f dO(4) 
I=-COS -

2 2 1-cos® 

X L~o -In [P~3~v+ I.k, + 112 «(};) 

_p~3~V_I.k, + 112 «(};) ]"'1 +) 

+ f gn [(v + kl + n + ~)(v + kl + n + ~) 
n=O 2 2 

X P ~3~ v _ I.k, _ 112 «() ; ) 

-(v-kl+n+ ~)(v-kl+n+ ~) 

X p~3~v+ l.k,-1I2 «(};)] "'I +)} . (4.13) 

All the terms in the curly brackets are hyperspherical har­
monics with the result that the integral can be performed 
using Hecke's theorem. 16 From (A9), 

I - m 2 (}I ~ {/, [A P (3) I-T cos Tn~o n - n+v+1 n+v+l.k,+1I2 

+ A p(3) ].1.< +) 
n + v - I n + v - I.k, + 112 '1'2 

+ gn [ An + v- t< v + kl + n +~) 

X (v+ kl + n +~) p~3~v_l.k,_1I2 

- An + v + I (v - k I + n + ~) 
X (v- kl + n +!) p~3~v+ l.k,-I12 ]"'1 +)}, 

(4.14) 

where, from (A1O), 

AI' = W fl (1 + x)C;12(x) dx. (4.15) 
(jl+2)(jl+1) -I 

The integral in ( 4.15) is easily evaluated using the procedure 
discussed in the Appendix and is found to have a value of 2. 
Thus 

(4.16) 

The integral 12 as given by (4.10) is evaluated in a simi­
lar manner. Some simplification occurs when the integrals II 
and 12 are added, but the nth term is sti11lengthy. Since the 
first two terms in the infinite series for II + 12 determine the 
spectrum of the coupling constant, only those are given: 

m (v+kl +~)Av_1 
II + 12 = - ------'---'--

2 2v+ 1 

X [fo p ~32 2.k, + 112 "'1 + ) + go( v + kl + ~) 

X (v + kl + !)P ~32 2,k, _ 112 "'I + )] + .... 
( 4.17) 

The spectrum of the integer v and the coupling constant qQ / 
4tr are found by requiring coefficients of P ~~2, + 112 "'i + ) and 
P~~2,-I12"'I+) vanish in (4.S). Using (4.11) and (4.17), 
and requiring that the coefficients of P ~32 3,k, + 112 "'i + ) and 
P ~32 3,k, _ 112 "'I + ) vanish, yields the condition 

10= -go(v+kl +~). (4.1S) 
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But since fo and go are assumed to be nonzero and the identi­
ties used are all valid only if P ;~; is nonzero, we also must 
require P ~32 3.k.± 112 =10. From (A 7) and (AS) these two 
conditions are satisfied, provided kl + l/2<v - 3 or 

v>kl + ~ = 4,5,6,... . (4.19) 

Requiring that the coefficients of P ~32 2.k, ± 112 vanish yields 
the condition 

qQ/4tr=17V(V+ 1), ( 4.20) 

plus an equation involving the expansion coefficients 10' go, 
II' andgl • Requiring that the coefficients of P ~32 2 + n,k± 112' 
n > 0, vanish yields only equations between the /; and gj. 
The result [(4.19) and (4.20)] is also obtained using the 
parity conjugate solutions "'I -) and "'1 -) given in (3 .14c ) 
and (3.14d). 

For the zero four-momentum bound states, it is very 
surprising that the product of the charges of the constituents 
is positive, implying the constituents have the same sign 
charge. Apparently this effect is caused by the compling con­
stant qQ /4tr being much greater than unity. As a conse­
quence the effect is not necessarily physically meaningful. 

A calculation that includes the seagull term and consid­
ers constituents of unequal mass is in progress. 
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APPENDIX: SUMMARY OF MATHEMATICAL RESULTS 
FOR HYPERSPHERICAL HARMONICS 

The mathematical formulas for hyperspherical harmon­
ics required for solving the Bethe-Salpeter equation are giv­
en here. Only the recursion relations and formulas for differ­
entiation of P ;:; are original, but it is convenient to have the 
relevant formulas summarized in one place, especially since 
Ref. 17 was published in 1926 and is difficult to locate. 

We consider a (q + 2) -dimensional space in which po­
lar coordinates are defined by the relations 17 

XI = r cos (}I , 

X 2 = r sin (}I cos (}2 , 

(AI) 

Xq + I = r sin (}I sin (}2 ... sin (}q cos t/J , 

Xq+2 = r sin 01 sin O2 ,,, sin Oq sin t/J, 

where 

(A2) 

The Jacobian J of the transformation from Cartesian co­
ordinates Xj to polar coordinates is17 

J dOl d02 .. • dOq dt/J = ~+ IdO(q+ 1) , (A3) 

G. Bruce Mainland 1348 



                                                                                                                                    

where 

dO(H I) = sinq 
(JI sinq - I (J2 ... sin (Jq d(J1 d(J2 ••• d(Jq dt/> . 

(A4) 

Hyperspherical harmonics YI' «(JI, ... ,(Jq,t/» (see Ref. 
17) satisfy the equation 

q+2 a2 
0= L - 2 r I'YI" 

i=1 aXi 

which, in terms of polar coordinates, becomes 

a2 y 
o = JL ( JL + q) YI' + . 2 (J . 2 (J ~,J.; 

sm I .. ·sm q U", 

q 1 I 
+ L . 2 (J . 2 (J . q+ I i(J j=1 sm I .. ·sm }-I sm -} 

x~(sinq+ l-i(Ji ayl'). 
a(Jj a(Ji 

The solution to (A6) isl7 

Y = P (q) (cos (J )P (q - I) (cos (J ) I' I'.p, I p,. P2 2 

(A5) 

(A6) 

... p(1) (cos (J )e±ip~, (A7a) 
P.-I'P. q 

where the integers PI' P2,'" ,Pq satisfy the conditions 

JL>PI>P2> ... >Pq_1 >pq>O. (A7b) 

The functions P ~~; are given byl7 

P(s)(z) = (1_zl)'/2~CS/2(Z), r integer <p, (AS) 
p,r dz' p 

where C; is a Gegenbauer polynomial. 
The theorem of Heckel6 that is used to solve the Bethe­

Salpeter equation is as follows7: In a (q + 2)-dimensional 
space let the unit vectors u and fj be expressed, respectively, 
in terms of the polar coordinates (JI,(J2, ... ,(Jq, t/> and (J; 
(J ", .. . ,(J ; ,t/>', Let F( 0) be a function depending only on the 
angle 0 between the two vectors. Then 

AI' YI' «(JI,(J2, ... ,(Jq,t/» 

= f unit F(cos0) YI'«(J;,(J", ... ,(J;,t/>')dO(q+I)' 
byperspbere 

(A9) 

where 

217'( 112)(q + I) JL!(q - 1)! 
A = ------'----'-=----

I' n!(q+I)] (JL+q-1)! 

xf~ I F(X)C'j/2(X) (I - X2)(l/2)(q-1) dx, 

(AlO) 

The integral 

II' = f~1 F(X)C'j/2(X)(I-x2)(1I2)(q-l)dx (All) 

in (A 10) can be evaluated II by using the generating function 
for Gegenbauer polynomials, 18 

00 

(1 - 2xr + r) -q/2 = L C'j/2(x)rl'. (AI2) 
1'=0 

Multiplying (All) by rl', summing over JL, and using 
(AI2), 
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= fl F(x)(l- 2xr+ r) -q/2(1_x2)0/2)(q-1) dx. 
-I 

(AI3) 

The integral on the right-hand side of (A13) can be carried 
out for the desired value of q and function F(x). Then II' can 
be found by comparing coefficients of rl' on the left- and 
right-hand sides of the equation, 

Beginning with the differential equation for Gegenbauer 
polynomialsl8 and using the definition (AS), P~~;(z) is 
found to satisfy the second-order differential equation 

0= (1 - zl) :; P ~~; (z) - (s + I)z ! P ~~; (z) 

+p(p+s)P(S)(z)_r(r+s-l) p(s)(z). (AI4) 
p,r 1 _ zl p,r 

With the help of (AS) and (A 14 ), the two following differ­
entiation formulas are obtained: 

~ !!..P(S)(z) = - rz P(s)(z) + p(S) (z) 
"l-~d p,r ~ p,r p,r+I' 

Z "I_~ 

(AIS) 

Jf=7 !!..P(S)(z) = (s + r-l)z 
dz p,r Jf=7 

X P~~;(z) + (r-p-l) 

X(r+p+s-1) P~~;_.<z). 

(AI6) 

Using (AS) and identities 18 satisfied by Gegenbauer polyno­
mials, P ~~; (z) is found to satisfy the following identities: 

(r-p) Jf=7 P~:;(z) 
- P (s) () P (s) () - p _ I,r + I Z - Z p,r + I Z , (AI7) 

(p + r+ s) Jf=7 P~:;(z) 
- P (.) () P (s) () 
- p + I,r + I Z - Z p,r + I Z , (AIS) 

~ P~~;+I (z) - rep + r+s- 1) Jf=7 P~:;_I (z) 

= (2r + P + s)z P ~~; (z) - (p + I) P ~S! I,r (z) , 

(AI9) 

~ P~~;+ I (z) + rep - r+ I) Jf=7 P~:;_I (z) 

= (2r - p)z P ~~; (z) + (p + s - 1) P ~.~ I,r (z) . 
(A20) 

By combining (AI7)-(A20) in various ways, five addi­
tional useful identities are obtained: 

Jf=7 P~~;(z) 
= (p+r+s-l)zP~~;_dz) 

- (p - r+ 2) p~'! I,r- dz), 

~P(')(z) Vl-~ p,r 

= (r-p-1)zP~~;_dz) 

+ (p + r + s - 2) P ;'~ I.r _ I (z) , 
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(2p + s)z P ~~; (z) 

= (p + r + s - 1) P ~s.!.- l,r (z) 

+ (p - r + 1) P ~S! l,r (z) , (A23) 

(2p + s) .,ff=ZI P ~~; (z) = p ~S! l,r+ 1 (z) - p ~s.!.- l,r+ 1 (z) , 

(A24) 

(2p + s) .,ff=ZI P ~:; (z) 

= (p + r + s - 1) ( p + r + s - 2) p ~s.!.- l,r _ 1 (z) 

- (p - r + 1) (p - r + 2) P~S! l,r-1 (z). (A25) 

The identities are valid if none of the P ~~; are zero. 
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This paper studies the classical propagator on Glauber's coherent states in a generalized P-form. 
A full class of equivalent expressions labeled by a complex number is found through a direct WKB 
expansion. The study of matrix elements of the propagator between coherent states shows that 
they match Klauder's classical expression but are in some disagreement in the semiclassical order 
with expression derived through path integral procedures. Arguments are given that favor the 
present results. The properties of the time propagator with respect to symmetry operations are 
stated. Possible extensions are briefly discussed. 

I. INTRODUCTION 

Semiclassical-like approaches to quantum problems 
have received renewed attention in the last years because of 
their ability to obtain useful descriptions of large systems 
like heavy ions I and also due to the efforts towards under­
standing the role of chaos in quantum dynamics. 2 Further­
more semiclassical approaches have their proper place in 
mathematical physics. 

The harmonic oscillator coherent states, or Glauber co­
herent states (GCS'S),3 are well known as the most classical 
quantum states, i.e., they minimize the Heisenberg uncer­
tainty relationship. Because of this fact, it is expected that 
they may make semiclassical approaches easier. From an­
other point of view, they are related to the coset representa­
tives of the special nilpotent group4,5 and form an overcom­
plete basis, which makes room for a Bargmann6 space. This 
property provides a way for generalizations and a great 
amount of structure. 

The earlier works on the semiclassical propagator 
(SP) 7.8 were not very successful in finding a direct relation 
between the SP and the classical trajectories in phase space, 
because of the necessity of complexifying the position and 
momentum in order to fulfill the boundary conditions, or 
alternatively because of the necessary introduction of an 
auxiliary field.9 In contrast with these earlier works, which 
concern the matrix elements of the SP between GCS (or 
more general coherent states), Suzuki 10 proposes, on an heu­
ristic basis, an approach to the classical kernel of the propa­
gator in the P-form. We recall that Q- and P-forms relating 
operators with coherent states were proposed from the be­
ginning by Glauber3 (see also Sec. II and Ref. 5). Suzuki's 
approach is fully developed with respect to the classical tra­
jectories in phase space. 

In this work we study Suzuki's propagator through a 
direct WKB method. II This procedure allows us to obtain a 
generalized form of the classical expression and also go 
further towards the semiclassical one, which does not coin­
cide with that conjectured by Suzuki lO (Sec. II). The equiv­
alence of these expressions with Klauder's 7 is shown in Sec. 
III, where we also compare our semiclassical formula with 

a) Fellow ofthe Consejo Nacional de Investigaciones Cientificas y Tecnicas 
(CONICET) of Argentina. 

the equivalent one by Kuratsuji and Mizobuchi l2,13 for spin 
systems. Section IV is devoted to showing the invariance 
property of the SP related to the Hamiltonian symmetries 
(this property was observed in some special situations by 
Levie and Levit et al. 14). In Sec. V we develop some exam­
ples and finally Sec. VI is reserved for the conclusions and 
perspectives. 

II. THE SEMICLASSICAL PROPAGATOR 

A. P-form of the classical propagator 

The matrix elements of an operator with respect to a 
GCS is a function called the Q-form of the operator D, 

C'Q(a,p*)=<.BIDla) , (2.1) 

where la) is a GCS, 

la)==exp( - aa* /2) la) , (2.2) 

(2.3) 
n 

We distinguish here between unnormalized states (normal 
parentheses) and normalized ones (brackets), the states In) 
are the Fock basis states of the harmonic oscillator and a is a 

complex number, a = (q + ip)/.J2. The GCS la) also have 
the following properties: 

la) = exp(aat - a*a) 10) = exp( - aa*/2 + aat ) 10) , 

(2.4a) 

atla) = exp( _ aa*/2) a ~:) , 

ala) =ala), 

exp( - iEata) la) = la exp( - iE» , 

(2.4b) 

(2.4c) 

(2.4d) 

where at (a) is the creation (destruction) operator and 10) 
the ground state of the harmonic oscillator, the expression 
(2.4c) shows that the GCS's are eigenvectors of the destruc­
tion operator. 

In addition to the Q-form some operators may be writ­
ten in a diagonal from,3 for example, density operators repre­
senting statistical mixtures of pure coherent states. This rep­
resentation is called the P-form and deals with operators like 

D = f [da Ada* C' p(a,a*) la)(al] . 
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We note that this P-form does not include Suzuki's 
propagators and seems to be too restrictive for our propos­
als. We are going to consider here operators B of the form 

B= f[dgAda*B(g,a*)lg)(a l] , (2.5) 

whereg =g(a, a*). 
It is necessary to demand, for a faithful generalization, 

that the matrix elements of B between coherent states be 
finite figures, which simply means 

If[dgAda* B(g,a*)exp(g(>* +a*5)] 1< 00 , 

for arbitrary but fixed (> and 5' 
It is important to note that several different (in appear­

ance) expressions may represent the same operator. This 
situation will happen at least each time that the integration 
path ( - 00 ,Re a, 1m a, 00) may be deformed in a com­
plex way. We have established enough conditions in the Ap­
pendix in order that the equivalence holds. The essential re­
quirements are that B(g, a*) be a holomorphic function of g 
and a*, and g( a, a*) be extensible in a holomOIyhic way to 
g(z, a*). If this hypothesis holds, the operator B (2.5) may 
be written in the form 

where i(z - a*) and (z + a*) go from - 00 + iO to 
00 + iO. 

As useful examples we write the identities 

1 f"" f"" 1=-; _""d(Rea) _""d(lma)e-za·lz)(a l , (2.7) 

where z = 8 + a for any complex number 8 (this formula 
has been proved in the Appendix), and the evolution opera­
tor for the Hamiltonian H = Eat a, which reads [applying 
(2.4d) and (2.7)] 

exp( - iHt) = exp( - iHt)I 

= !f fd(Rea)d(lma)e-za·IZt)(al, 

withz
t 

=e-i€tz. 
This last formula suggests the starting point of our ap­

proach for the evolution operator U(t), t = tf - ti , for a 
time-independent Hamiltonian. We are going to look for a 
semiclassical approach to U(t) assuming that the propaga­
tor may be written in the form 

U(t) = fda Ada* ~ (r"a*,t) Irt )(al , (2.8) 

where rt is related with a and a* by a time-dependent map­
ping. 

The semiclassical approach centers attention on the 
states with large mean values of position and momentum. 
We then introduce an order parameter N, which will help us 
to identify terms in the asymptotic series and is supposed to 
be large, in the form 

(2.9) 
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The parameter N plays the role of 1I1i and later will be taken 
as unity. 

The Hamiltonian is assumed to be of the form 

(2.10) 
nm 

and, taking into account Eq. (2.4b), it acts over a GCS as 

Hla) =NLbnmN-(n+m)/2am~la). (2.11) 
nm aan 

The starting point for establishing ~ (r" a*, t) is the 
Schrodinger evolution equation 

U = - iHU. (2.12) 

Taking into account the expression (2.8) for U(t) and the 
action of H on a coherent state (2.11), we obtain 

0= (:t + iH )U(t) 

= f[ d: Irt) (al + ~(! + iH )Irt) (al ]da Ada* , 

O f( a~ a~. ('j),.a 
= --+ --rt + -u rt­

at art art 

+ i~ NJ)nmN - (n + m)/2y,n!:....) 
nm at: 

x Irt) (aida A da* , 

where 1't = drt1dt. Introducing the Jacobian 

J=(aa) 
- art a.,t' 

(2.13 ) 

(2.14 ) 

integrating by parts (assuming that the surface at lal = 00 

do not contribute), and considering 

~ (r"a*,t) = exp(iNS(r"a*,t»)~ , (2.l5a) 

where ~ is expanded in the form 

~ = rN-n~n+l' (2.l5b) 
n=l 

we are able to write the following expression: 

Nf(iJN~ as + JeiNSa~ - Uft~(ZtJ) 
at at aZt 

+iNr[bnm ( _N)-n 
nm 

x i (;)(ak~S) an =: (~Jz7')]) 
k=O &t az: 

x l-fl'izt)(-fl'iP Idzt AdP*, (2.16) 

where we have performed a change of coordinates in the 
form ofEq. (2.9) and adopted the notation that partial de­
rivatives are considered to be taken with respect to the varia­
bles (Zit p*, t) except when another situation is explicitly 
indicated. 

Identifying the coefficients of N 2 we get the classical 
equations 

- - +.J¥' z" - I-,t = 0 , as ( .as) 
at aZt 

(2.17a) 

where 
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(2.17b) 

Equations (2.17) are highly undetermined as soon as z, (13, 
13 *, t) is an undetermined function. This situation reflects in 
part the overcompleteness of the coherent states. 

A solution for (2.17) may be found requiring that S be 
an action in a Hamiltonian set of equations, i.e., we require 
that 

.as * -I-a. =y" 
'Z, 

.. a!J1' ( *) I IZ, = -- Z,,y, . 
ay~ %t 

(2.18a) 

(2.18b) 

Demanding that ku = uk, we obtain, in an equivalent 
form, Eq. (2.18), the last formulas ofthe Hamiltonian sys-
tem 

. as 
-I--=W ap* ,,' (2.18c) 

.dp * a!J1' ( p *)1 1--= w" p. , 
dti aw" 

(2.18d) 

where ti is the starting time of the evolution. 
As soon as the Hamiltonian has been considered to be 

time independent, it is natural to require U( tf,tl ) to be only a 
function of t = (tf - ti ), and then it follows that 

!J1'(z,,y*) = !J1'(w"P*) . (2.18e) 

The set of equations [( 2.17) and (2.18)] allows us to inte­
grate S, which turns out to be 

S = f"(iY*Z, - !J1'(z,,y*»)dt + 13 *z" + const , 
" 

(2.19) 

where z, =W, and y~==/3 ~ fulfill the Hamiltonian equation 
(2.18b). 

The action S reflects some undetermination related to 
the initial conditions for z, and y*. This problem may be 
studied comparing the classical propagator at t = ° with the 
identity (2.7), which implies that 

z" = 13 + ~ , (2.20) 

with ~ an arbitrary complex number. The full set of equa­
tions are summarized in Table I. 

The classical propagator reads 

Uel = feXP(iS(Z,P*,t»)/hrIZ,)(Pldpl\dp* (2.21) 

and the particular choice of ~ = ° in (2.20) brings us to the 
Suzuki propagator. 10 

B. The semiclassical propagator 

Weare now going to analyze the first correction to the 
classical approach, which comes from the coefficient of N I in 
(2.16). The correction ~ 2 must satisfy the following equa­
tion: 

° = _ ~2J az, +Jd~2 _ i~2J a2!J1'(z,p~) 
ik, dt (az, ap~) 

(2.22) 

1353 J. Math. Phys., Vol. 27, No.5, May 1986 

Considering ~ 2 = eiS, with the initial condition S2 (zo, 13 *, 
0) = 0, the second-order action must satisfy the equation 

i dS2 = (/2!J1'(Z'P~) 
dt az, ap~ 

+05 " --+-' a 2!J1'(z P*) a 2s az) 
. ap~2 az: az,' 

(2.23) 

which, after some handling, is transformed to 

fS2 = _ 0.5!!"[ln( a
2s )] + 0.5ia2!J1'(z,p~) 

dt dt (ap*az,) az, +ap~ 
(2.24) 

Time integration of (2.23) and (2.24), taking into account 
the initial condition, yields the first correction to the classi­
cal kernel of the time propagator as 

~ 2 = ± I exp 0.51 dt . - (. a
2s )112 [ 'i" a2!J1'(z,p~) ] 

az,ap* "az,ap~ 

(2.25) 

It is interesting to note here that while the first term may be 
identified with the square root of the Jacobian J, Eq. (2.14), 

_ i a 2 S = ap ~ = azo = J 
az, ap * ap * az, ' 

(2.26) 

an additional exponential term appears. The semiclassical 
propagator then reads 

Usc = f dp~dp* J -112 exp(0.5ii"dt a2!J1'(z,~~») 
111' "az, ap, 

Xexp(iS(z,P*,t»)lz,)(pl. (2.27) 

In this formula we also have the freedom to choose ~ = ° in 
(2.20) identifying z, = 13, = (13 n*. 

The expression for ~ 2 (2.25) shows that it is in special 
situations, as the one considered in Sec. V, that the correc­
tion depends only on time. This last assertion was Suzuki's 
conjecture'o (however suppossed to be valid in every case). 
That is, Suzuki wrote his semiclassical propagator in the 
form 

TABLE I. Full set of equations of the Hamiltonian classical system. 

as as 
-= --=K(z ,p*) 
at, at, ',', 

_; as =y*~* 
az" " 
. as 

-Iap* =z,,~o 

.. aK(z,,p~) 
IZ, =--::--'---'-

ap~ 

;iJ ~ = - aK(z,,p~) 
az, 

Zo=P+8 

s= r'(ip~z, - K(z,,p~»)dt + P*zo + const J., 
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(2.17) 

(2.1Sa) 

(2.lSc) 

(2.1Sb) 

(2.1Sd) 

(2.20) 

(2.19) 
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(2.28) 

where the secondary kernel Olt 2(Zp P *, t) does not depend 
on the trajectory and is partially represented by the time­
dependent c-number n(t). 

III. MATRIX ELEMENTS OF THE SEMICLASSICAL 
PROPAGATOR 

The matrix elements of the semiclassical propagator 
with respect to GCS have been studied by Klauder 7 and later 
by Levit9 and Blaizot and Orland. IS It is useful to make con­
tact with this approach from the semiclassical propagator of 
Eq. (2.27); this proposal only requires the evaluation of the 
integral by a method consistent with the semiclassical ap­
proximation like the saddle point method. 16 

Taking into account the order parameter N again, we 
have to evaluate 

(¢IUscls) =fdP~dP* exp{N(iS+ z,¢* +SB*)}. 
111' 

(3.1) 

The saddle point is characterized by the set of equations 

¢* =P ~, (3.2a) 

S = Zo' (3.2b) 

These equations cannot be fulfilled for an arbitrary 6, Eq. 
(2.20), because the equations of motion (2.18) only admit 
one complex initial condition; the satisfaction of (3.2) 
would require complexifying the position and momentum as 
in Refs. 7 and 15. We rather fix the value of 6 in order to 
make possible the solution of (3.2), noting that the same 
problem and also the same solutions appear when one evalu­
ates the matrix elements of the identity, (2. 7b ), by the saddle 
point method in the form 

(¢II Is) = exp(¢*g + Sa* - ga*) , 

where 

a* =¢*, g=S, 

which fix the value of 6 in the form 6 = S - ¢, producing the 
semiclassical evaluation of the matrix elements of the identi­
tyby 

(¢Is) = exp(¢*s) . 

The classical evaluation of (3.1) reads 

(¢I Usc Is) = exp(iS + sP * + ¢*z, )=exp(iF) , 

where we have defined the function 

F(S,¢*) = ffdt(iP~Z' - :Jt"(z,JJ~») - iz,i*, 

whose partial derivatives are 

.aF(S,¢*,t) 
I as =Z'f' 

.aF(s,¢*,t) P* 
I a¢J* =,(. 

(3.3a) 

(3.3b) 

(3.3c) 

(3.3d) 

The equations of motion that arise from the variation 

6(F) = 0 (3.4a) 
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are 

., a:Jt"(z,,/3~) 
lZ,=----

ap~ 
(3.4b) 

a:Jt"(z ,/3 * ) 
_ ;{:1 * _ " P * _ ,J,* Ip,- , ,-..". 

az, 
(3.4c) 

Equations (3.3) and (3.4) were also found by Klauder7 with 
boundary conditions in both ends (tj and tf ) and are in con­
trast with Eqs. (2.18) and (2.19) because of the difference in 
these conditions. 

Expanding the exponent in Eq. (3.1) around the saddle 
point up to the second order and evaluating Olt 2 at this point, 
we obtain the next-order approximation. Following this pro­
cedure and after some handling we get 

(¢lUsc Is)~exp iF + 0.5i dt " 
A ( iff a

2
:Jt"(z ,/3*») 

,{ az, ap~ 

( -I' a2
F )112 

X az, ap *' (3.5) 

which must be considered together with (3.3) and (3.4). 
We may compare this last expression with the one ob­

tained in Refs. 12 and 13 for spin systems by means of a path 
integral approach. We note at a first glance that the present 
expression is a little more closed because it is not expressed in 
terms of the eigenvalUes of a Sturm-Liouville problem. 12.13 

Despite this small difference we note that for tf = tj we ob­
tain 

(¢I ~ sc Is)~exp( - ¢*S) = (¢II Is) = (¢Is) , (3.6) 

which is the correct figure, while in a simple example pre­
sented in Ref. 13 (considering the Jz Hamiltonian) the ma­
trix elements for the semiclassical propagator evaluated at 
tf = tj diverges. It has been suggested (Ref. 17, p. 248) that 
this behavior may be due to a too restricted election of the 
paths. 

This procedure completes the evaluation of the semi­
classical matrix elements, which also presents an extra phase 
coming from the second-order term. The formulas (2.27) 
and (3.5) are easily found as the exact figures for the har­
monic oscillator, nontrivial examples are shown in Sec. V. 

IV. PERIODIC HAMILTONIANS 

The expression (2.27) of the SP is very well suited for 
studying the way in which symmetries are dealt with in the 
semiclassical approach. Symmetries are important by them­
selves and also may be reflected in the requantization formu­
las obtained from the coherent states-SP as found by Levit et 
al. in the frame of the Lipkin model. 14 Approximate formu­
las for the energies of a system may be obtained by the Gutz­
willer quantization method l8

-
21 that assigns a relevant role 

to the closed orbits and their neighborhoods. 18 We are not 
developing this point in the present work, but let us mention 
that the approach to the SP here developed may allow a 
better understanding of chaotic motion and its relationship 
with quantal energies just because this approach is based on 
actual classical trajectories in phase space (and not only on 
stationary paths). 

Turning to the symmetry problem we are going to sup-
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pose that the Hamiltonian iI does commute with the opera­
torG, 

G=exp(aat-a*a), (4.1) 

for some fixed a, not necessarily infinitesimal, 

(4.2) 

The action of the operator G on the SP , Usc, reads 

GUsc =fdP~dP*fJ2eiSGlzt)(PI, (4.3) 
Iff 

while the action of G on an (unnormalized) GCS is 

Glz) =exp( -aa*/2-za*)lz+a). (4.4) 

From this equation and (4.2) we get 

(PtliIlzt) (Pt +aliIlzt +a) 
K(z,{J*)- =---~--

t t - (Pt IZt) (Pt + alzt + a) 

= K(zt + a,{J~ + a*)=K(u"vt ) . (4.S) 

It follows that the pair of functions 

Ut:EiiEZt + a, (4.6a) 

v~==f3~ + a, (4.6b) 

is also a solution ofEqs. (2.18b) and (2.18d) with starting 
points at 

Uti =P + a + 8 (4.7a) 

and 

v* =P* + a*. (4.7b) 

From the periodicity of K, (4.S), the periodicity of the 
phase portrait with respect to the shifting by a also follows. 
It is easy to verify by straightforward integration from the 
expression of the action S in (2.20) that its simultaneous 
evaluation at the points (z" P *) and (u" v*) gives the rela­
tion 

is(zt,{J*,t) =is(u,,v*,t) -aa* +av* +a*ut , (4.8) 

which in turn allows us to verify the following relationship 
between the second derivatives of S: 

a 2S(U"V*,t) a 2S(Zt,{J *,t) 
-~--= (4.9) 

aUt av* aZt ap * 

Equations (4.8) and (4.9) allow us to express G Usc in 
(4.3) through a change to the new variables v = P + a and 
v* = (P + a) *, as 

~ A f dv A dv* - * (is *) GUsc = . ~ 2(U"V ,t)exp (u"v ,t) 
Iff 

X IUt )(viG = UscG, (4.10) 

which proves that both the classical and the semiclassical 
propagators do commute with the shifting operator G, Eq. 
( 4.1 ), if the Hamiltonian iI does. Let us remark that the 
proof that we develop here is based on group theoretical 
arguments and may be directly extended to Suzuki's propa­
gators. 

V. AN EXAMPLE: THE QUADRATIC HAMILTONIAN 

We are going to consider the SP for a system with a 
Hamiltonian of the form 
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iI = Eata + 0.S(v(at )2 + v* (a)2) . (S.l) 

Associating with iI the classical Hamiltonian K, 

K(z,{J *) = EZ/3 * + O.S(vr + v*P *2) , (S.2) 

and the equations of motion 

iit = EZt + vp ~ = aK I ' Zo =Po + 8 , 
ap~ z, 

(S.3a) 

- iP~ = EP~ + v*Zt = aK I ' P~ =p*. (S.3b) 
az, (J~ 

The action (2.19) for this system simply reads 

S = O.Si(zJ3 * + ZtP ~) , (S.4a) 

where 

Zt = Zo cos(a>t) - i/a>(EZo + vp *)sin(a>t) , 

and 

(S.4b) 

f3 ~ =P* cos(a>t) + i/a>(EP* + v*z)sin(a>t), (S.4c) 

a> = (~- V*V)1/2 

are the solutions of (S.3). The action in (S.Sa) maybeexpli­
citly written in terms of (z t , P *, t) in the form 

i(P *Zt + O.Si/a>(VP *2 + v*Z:) sin (a>t) ) 
S = (S.S) 

cos(a>t) - iE/a> - sin(a>t) 

and its second derivative with respect to Zt and P * is 

a2s = 1 /1 = iJ, azt ap* cos(a>t) -iE/a> sin(a>t) 
(S.6) 

which in this case does not depend on the variables Zt and 
P *. 

The semiclassical propagator in the P-form (2.27) reads 
in this particular model 

Usc = fdPAdP* 

Xexp( - ifi*zt + O.Si/a>(v*Z: + vp*2)sin(a>t»)/I) 

Xl -1/2 /(i1r)exp(O.SiEt) IZt) (PI. (S.7) 

It may be directly checked 10 that for the quadratic Ha­
miltonian (S.l) the SP matches the exact one as usual. 17 

VI. CONCLUSIONS 

We have studied the classical propagator expressed in 
terms of the Glauber coherent states in the P-form. It has 
been shown in this context that one of them matches Suzu­
ki's classical expressions. In this case, the kernel of the pro­
pagator is fully determined by the classical trajectories in 
phase space (labeled by their initial conditions). We have 
also developed explicitly the formulas to the next order, 
which contribute not only to the square root of the Jacobian 
but also to an additional time-dependent phase. 

We have shown that the expression developed here is 
equivalent (to the same order in the asymptotic series) to the 
Klauder formulas for the matrix elements of the semiclassi­
cal propagator. Going to these matrix elements we have to 
match two complex boundary conditions, which forces us to 
fix the complex parameter 8 that labels the elements of the 
class of the semiclassical propagators. This requirement as 
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well as the existence of a complete class of SP (P-form) is 
fully related to the overcompleteness of the coherent states. 

We have also shown that the SP preserves the dynamic 
symmetries of the Hamiltonian. 

Generalization to systems of several particles (or to 
higher dimensions) seems to be immediate, and because the 
most important points are based on the overcompleteness of 
the coherent states and their group structure we believe that 
many expressions may be extended to more general coherent 
states, in particular the symmetry properties of the Suzuki's 
propagator are always valid. In addition to this common 
structure, we observe that the proofs developed in Sec. II 
make use of several special properties of GCS's, not shared 
by other sets of coherent states; because of this situation an 
actual generalization beyond GCS requires some work, 
which is now in progress. 
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APPENDIX: EQUIVALENCE RELATIONS FOR p..FORM 
OPERATORS 

We wish to establish enough conditions for the equiv­
alence of any two different generalized P-forms of an opera­
tor. In other words, we are going to sketch a proof for the 
following theorem. 

Theorem: Let d (q, p) be a function such that 

J d (q,p )exp(A (q,p) )dq dp = r, !r! < 00 , 

where the integration is extended to the whole plane (q,p) 
and A is a linear function of (q, p) with complex range. In 
addition, let d (q, p) be extensible to a holomorphic function 
of Z1 and Z2' d(z]> Z2)' in a domain D which includes the 
plane (q + iO;p + iO). Then 

where r 1 and r 2 are curves that belong to D and extend from 
- 00 + iO to 00 + iO. 

Proof: As d (Z1' Z2) is a holomorphic function in D, 

a(Z2)= L+oooo d(q,z2)exp(A(q,z2»)dq 

= r d (z1,z2)exp(A (Z1,z2) )dZ1' 
Jr, 

where the equality holds by virtue of Cauchy's theorem on 
holomorphic functions. The function a(Z2) will be also ho­
lomorphic because of the hypothesis on d (Z1' Z2) and as­
suming that the derivation under the integration sign is al­
lowed. Applying Cauchy's theorem again, we obtain 

r = l,dz2J dZ1 d(z1,z2)exp(A(z1,z2»)' 

which completes the proof. 
The possibility of generalizing the complex paths for 

each integral depends upon the convergence conditions of 
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d(z]> Z2) for large !Rez1! and !Rez2!. It is reasonable to 
expect that 

lim r d(z1,z2)exp(A(z1,z2»)dz1 = 0, 
A~oo Jr'(A) 

if r' (A) is a curve which goes from A to A + i I (A) and 
!limA~oo I(A)! is finite, because d(q,p) goes to zero when 
q goes to infinity faster than any exponential. 

We are going to show two corollaries of the theorem. 
Corollary 1: d'(a, a*) = d(q, p), where 

a = (q + ip)I{i, and we restrict ourselves to paths such 

that z 1 - iZ2 = a* I {i, we obtain the identity 

J d'(a,a*)exp(A '(a,a*»)dqdp 

J dal\da* 
= d'(a,a*)exp(A '(a,a*») i 

= r r d'(g,a*)exp(A '(g,a*»)dgl\.da* , 
Jr, Jr, I 

where 

A '(a,a*) =A(q,p) and g = (Z1 + iz2)1{i. 

Corollary 2: The identity may be written in terms of 
coherent states in the form 

1 foo + ia foo + ib 
1=-; -oo+ia dp -oo+ib dqexp( -za*)!z)(a! 

I foo foo = -; _ 00 dp _ 00 dq exp( - za*) !z)(a! , 

wherez = a + (a + ib). 
The proof follows by applring the theorem and Corol­

lary 1 to the matrix elements of lbetween coherent states and 
noting for the second equation that 

0= L-oo'" + ia dp exp( - za*) !z)(a! 

f
oo +ia 

= 00 dpexp( -za*)!z)(a! 

and 

0= L-oooo + ib dq exp( - za*) !z)(a! 

= Loo + ib dq exp( _ za*) !z)(a! 

because exp( - za* + A (z,a*» (A linear) goes to zero as 
!a! goes to infinity as a quadratic exponential. 

We note that this kind of deformation is necessary when 
we evaluate matrix elements by means of the saddle point 
method16 and has been formally applied in Refs. 7, 12, 13, 
and 15 calling the procedure the complexification of the var­
iables q and p. 
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In this, the first ofa series of papers on quantum field theory in a Lobachevskian space (a space­
time, topologically Euclidean, of constant negative curvature), the scalar fields are considered. 
These Lobachevskian fields, which are related in the flat-space limit to the Euclidean fields, act in 
a space Jr, which again has Fock space structure. A formalism is presented that is valid in an 
arbitrary number of dimensions and therefore allows the use of dimensional regularization. 

I. INTRODUCTION 

This paper is the first of two devoted to the study of 
quantum field theories in Lobachevskian space (LQFf). In 
the present paper we shall consider only self-interacting sca­
lar field theories. The interacting systems involving spin-~ 
and spin-O fields will be studied in the next paper of this 
series. The formalism presented here is valid in an arbitrary 
number of dimensions and therefore allows the use of dimen­
sional regularization to investigate the renormalization of 
the theory. 

The key to the construction of LQFT lies in the observa­
tion that Lobachevskian space is diffeomorphic to the Eu­
clidean space, and its group of motions [the well-known de 
Sitter group SOo(2v, 1)] contracts [with respect to SO(2v)] 
onto the Euclidean group ISO(2v) in the sense oflnonu and 
Wigner. 1 This suggests the following assumption that the 
Euclidean quantum field theory (EQFf) must be in some 
sense a limiting case ofLQFf. Our treatment is based on this 
chief assumption. 

We note that the EQFf is unusual in two respects.z 

First, the Euclidean fields are completely commutative or 
anticommutative, as befits the statistics. Second, the Euclid­
ean field does not satisfy a free-field equation even in the 
absence of interactions (or equivalently, the Euclidean one­
particle space supports highly reducible representation of 
the Euclidean group3). The Lobachevskian fields construct­
ed in this series of papers also satisfy these properties. 

Our paper is organized as follows: We will construct 
Lobachevskian fields for scalar bosons by starting with cre­
ation and annihilation operators satisfying the canonical 
commutation relations and then defining the fields in terms 
of these operators. This Fock space construction is carried 
out in Sec. IV and goes quite parallel to ordinary Euclidean 
Fock space construction. For this purpose we recall the de­
finition of an Euclidean free Bose field in Sec. II. In order to 
make the paper as self-contained and readable as possible, 
we briefly summarize the salient features of Lobachevskian 
space and give the definition of a Fourier transform on Loba­
chevskian space in Sec. III. In Sec. V we briefly discuss the 
interacting theory. A useful integral is calculated in the Ap­
pendix. 

II. FREE EUCLIDEAN BOSON FIELDS 

In this section we summarize the theory of a free Euclid­
ean boson field of mass m > 0 (see Ref. 3). 

The Euclidean one-particle boson space If()) is repre-

sented as YZ(R 2v) and the boson Fock space is the Hilbert 
space completion of the symmetric tensor algebra over If(l), 

~ = C ED ~(I) ED (~(I) ® s ~(I» ED •••• 

The vacuum is denoted by 10). In the standard fashion we 
introduce annihilation and creation operators a ( p) and 
a* ( p), pER 2v, with the commutation relations 

[a( p), a*( p') L = 82v( P - p') . 

The Euclidean boson fields are then defined by 

tp(x) =-I-f d
2v

p (a(p)ei(P,I) +a*(p) e-i(P,I» 

(217)V ~p2 + m2 

[here and in the following we use the scalar product 
( p, x) = l:~v= I Paxa ] or, in polar coordinates p = PD,p>O, 
and 0 a unit vector, 

tp(x) = (217) -v i r 1 {a( p;o) eip(D,I) 
R + )S2.-1 ~p2 + m2 

+ a*( p;o)e- iP(D,I)}p2V-1 dp do, (2.1) 

where R + = {p E R: p>O} and dD is the Euclidean mea­
sure on the unit sphere S2v-l. We note that the operators 
a( p; D) and a*( p; D) satisfy the commutation relations 

[a( p; D), a*( p'; D') L = pl- 2v8( p - p')82v - I(D - D') , 
(2.2) 

where82v - I(D - D') is the Dirac distribution on theS 2v - I, 

r dD 82v - I(D - D')/(D) = /(D') . JS 2V-l 

We have a unitary representation of the inhomogeneous 
rotation group ISO(2v) (here called the Euclidean group) 
on ~ defiDed by 

U(a, k) 10) = 10) , (2.3) 

U(a,k)a*(p;D)U-I(a,k) =e-iP(kn,a)a*(p;kD) , (2.4) 

where a E R 2v, keSO(2v). Therefore the field transforms as 

U(a, k)q;(x) U -I (a, k) = tp(kx + a) . (2.5) 

The two-point Green's function is given by 

GE(x, x')=(Oltp (x)tp (x')IO) 

= (217)-2v r r (pZ + mZ)-1 
JR + )S2V-1 

X e - ip(n, x - x') p2v - I dp do 
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where Kv_ I is the modified Bessel function of the third 
kind. 

Obviously Euclidean boson fields are commutative, i.e., 

[ qJ (x), qJ (x')] _ = 0, for all x, x' E R 2v • 

This is in contrast to relativistic free boson fields, which 
commute only for spacelike separated points. 

We have already recalled in the Introduction that the 
Euclidean one-particle boson space If{\) supports a highly 
reducible representation ofISO(2v). It follows from (2.4) that 
this representation is decomposed onto the direct integral4 

Uta, k) = { TP(a, k )p2v-1 dp (2.7) 
JR + 

of class I (or scalar) unitary irreducible representations 
(VIR's) TP(a, k) of ISO(2v) characterized by parameter p 
(O<p< 00 ). Hence the Euclidean fields may be viewed as cre-
ating and annihilating virtual particles. . 

Let us note at this point that the class I VIR ofISO(2v) 1S 

realized in the Hilbert space 2"2(8 2v - I) of square-integrable 
functions fIn) over the unit sphere 8 2v - I. The representa­
tions TP(a, k) are defined by (see, e.g., Chap. 9 of Ref. 4) 

TP(a, k )/(n) = e-iP(D,OY(k -In), (2.8) 

It is also worth noting that the function 

e . x e - iP(D, x) 
p,D' ---+ (2.9) 

has the following properties: (i) ep , D is constant on each hy­
perplane perpendicular to n (i.e., ep, D is a plane wave with the 
normal n)' and (ii) e is an eigenfunction of the Laplace , p.D 

operator on R 2v. 

III. REPRESENTATIONS OF THE de SITTER GROUP 

In our approach it is essential to know of the de Sitter 
transformation properties of creation and annihilation oper­
ators. For this purpose we give in this section a short descrip­
tion of class I (or scalar) principal series representation of the 
de Sitter group and the definition of Fourier transform on 
Lobachevskian space. 

Let R 2v,1 be a (2v + I)-dimensional pseudo-Euclidean 
space with the bilinear form 

[ f: ] f: 0 0 f: ''f)' f: 2'f)2 f: 2v'f)2v 
~, 1'/ ==~ 1'/ - ~ ./ - ~ ./ - ... - ~ ./ . (3.1 ) 

The Lobachevskian space A 2v (a space-time, topologically 
Euclidean, of constant negative curvature) may be realized 
as the 2v-dimensional hypersurface 

(3.2) 

in R 2v, I. On the hypersurface (3.2) we use the metric induced 
from R 2v + I. [We note that the metric on the hyperboloid 
(3.2) is positive definite.] It is clear from (3.2) that the group 
of motions for Lobachevskian space A 2v is SOo(2v, 1) (here 
called the de Sitter group). The group SOo(2v, 1) acts transi­
tively in A 2v. It is also worth noting that A 2v is isomorphic to 
the coset space SOo(2v, 1 )/SO(2v). 

The Iwasawa decomposition of SOo(2v, 1) can be writ­
ten uniquely as g = nak, that is, 
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(1 + (.I'/2)x' AX' -1,1 '/2)X') 
g= AX 1 -AX 

(A 2/2)x2 AX' 1 - (A 2/2)x2 

(COSh Ax" 0 sinhOAx") 
X 0 1 

sinh Ax2v 0 cosh...tx2v 

x(: 
0 

k} (3.3) 

where k E K = SO(2v) is the maximal compact subgroup of 
SOo(2v, 1); a(x2v) EA, the Abelian subgroup of 
SOo(2v,I); n(x) EN, the nilpotent subgroup of 
SOo (2v, 1), where X is the column vector (xl, X 2

, ... ,x2v - I), 

x' its transpose, and x2 = (XI)2 + (X2 )2 + ... + (X2v-I)2; 

and A is a universal constant of dimension [length] -I. The 
quantity A enters the theory as a fundamental constant in the 
commutation relations defining the de Sitter group, just like 
the speed oflight enters within the Poincare group. It is also 
known that the de Sitter group contracts [with respect to 
SO(2v)] onto the Euclidean group in the Inonu-Wigner 
contraction limit A ---+ O. 

It is easy to see that geometrically the Iwasawa decom­
position is merely telling us that the hyperboloid (3.2) can 
be parametrized by coordinates xa as follows: 

SO = cosh Ax2v + (A 2/2)x2e-,ul-, 

Si = Axie-,ul- , i = 1, 2, ... ,2v - 1, 

s 2v = sinh ...tx2v - (A 2/2 )x2e -,ul- , 

(3.4) 

where - 00 < x a < 00, a = 1, 2, ... ,2v. This coordinate sys­
tem we shall call the x or horospherical coordinate system. 

Some of the useful geometrical properties of Lobachevs­
kian space are to be found in Ref. 5, though we shall describe 
those that we will need as we go along. 

Let us choose two points P and Q on A 2v with coordi­
natesso and 1'/0, a = 0, 1, 2, ... ,2v, respectively. The distance, 
r(P, Q) >0, between P and Q is given by 

coshAr=[s,1'/]. (3.5) 

Let B be the boundary of A 2v, i.e., B 
= {t E A2

v: [t, t] = a}. The parallel geodesics in A2
v are 

by definition geodesics originating from the same point t on 
the boundary B of A2v. 

A horosphere with normal t E B is by definition an or­
thogonal hypersurface to the family of all parallel geodesics 
corresponding to t. Hence a horosphere in A 2v is the non­
Euclidean analog of a hyperplane in R 2v. The vector t E B 
determines a whole family ofhorospheres in A 2v that can be 
uniquely characterized by the horosphere through the point 
t = (1,0,0, ... ,0) (i.e., through the origin 0 of the horos­
pherical coordinate system), which is given by the equation 
[t,s] = 1, sEA 2v. The surfaces 

[t,s] = c = const (3.6) 

are, for each c, horospheres parallel to the one passing 
through t. We note that the distance T' from the origin 0 to 
the horosphere with normal t E B, passing through S is 
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(3.7) 

Let us now give a very sketchy account of the class I (or 
scalar) representations of SOo(2v, 1), emphasizing some 
points which are relevant for the discussion of Lobachev­
skian Fock space. 

TheclasslUIRofSOo(2v, 1) areknown4 toform three 
series: principal, supplementary, and discrete. We restrict 
the discussion to the principal series of class I UIR of 
SOo(2v, 1), since not all the series of the class I (UIR) actu­
ally appear in the harmonic expansion of the quasiregular 
representations ofSOo(2v, 1) in ,2'2(A2v) (see below). It is 
also known that (see, e.g., Ref. 6 and references to earlier 
work cited there) only the principal series of the class I UIR 
of 800 (21', 1) goes over in the Inonu-Wigner contraction 
limit into the class I UIR ofISO(2v). 

The principal series of the class I UIR of SOo(2v, 1) 
characterized by the parameter p(O<p< (0) can be realized 
on the Hilbert space ,2'2(8 2v - l

) of square-integrable func­
tionsf( n) over the unit sphere 8 2v - I (here and in the follow­
ing n denotes a unit vector in R 2v). In this realization, we 
have 

where n _ I is the unit vector defined by g 

a l:~v= I (g-l)pnP + (g-I)~ 
n I = , a = 1,2, ... ,21' . 

g- l:~v= I (g-I)~ + (g-I)g 
(3.9) 

If A and p converge to zero and infinity, respectively, in such 
a way that AP - p, the operator (3.8) will also converge to 
the representation operator (2.8) of the contracted group 
ISO(2v). 

We conclude this section with the definition of a Fourier 
transform on A 2v (see Ref. 4). 

Letfe ,2'2(A2v). Set 

j( p;n) = (217Y i f(s) [,", s] 112 - v+ ip ds , 
A2v 

where ds = ds I dS2 ... ds2vIso is the invariant measure on 
A2v ands = (1, n) eB. Then 

f(s) =_1_ r i j(p;n)[,",s]1/2-V-ip 
(21T)n JR + S2v- I 

Xlr(v-!+ip)/rUp)1 2 dpdn, (3.10) 

where dn is the Euclidean measure on 8 2v - I and r is a 
gamma function. 

Furthermore, we have the Plancherel formula 

i2V1f(SWdS 

= r i Ij(p;nWlr(v- ~ +ip)1
2

dPdn, 
JR· S2v- I r(zp) 

and the decomposition of the quasiregular representation 
T(g): f(S l-f(g-IS ) onto the direct integral of irreducible 
representations (3.8) are given by 
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T(g)_T(g) = r TP(g)lr(v- ~ +iP)1
2

dP' (3.11) 
JR· r(lp) 

Note that the function 

Ep.,: s_[,",S]1I2-v+ip, seA2v, ,"eB, (3.12) 

has the properties of the plane waves on R 2v • Indeed, (i) EM 
is constant on each horosphere (3.6) with normal '"; and (ii) 
Ep" is the eigenfunction of the Laplace-Beltrami operator 
on A 2v (see Ref. 4). 

It is useful to observe that the function Ep" can be writ­
ten in the formS 

where l' is distance from the origin 0 to the horosphere with 
normal,", passing through S [see Eq. (3.7)]. This form is 
clearly analogous to the flat space-time plane waves (2.9). [In 
Eq. (2.9), of course, (n,x) gives the distance from the origin to 
the hyperplane with normal n, passing through x.] Notice 
now that if we take the limit A-D, p- 00 keeping Ap = P 
fixed, we gain the flat Euclidean space-time result, with p 
interpreted as the momentum flowing through the plane 
wave. 

That is, 

[,",s ]112-V+iPI" _ e-iP(D.I) (3.13) 
("....0) 

(in horospherical coordinates). Furthermore, il,...is not diffi­
cult, in fact, to see that in this limit the operators T (g) [see Eq. 
(3.11)] go over into the representation operators (2.7) of the 
contracted group ISO(2v). Therefore we shall choose the Lo­
bachevskian one-particle space K (I) (see below) to be the 
Hilbert spac;: supporting the unitary (highly reducible) rep­
resentation T(g) of SOo(2v, I). 

IV. FREE LOBACHEVSKIAN BOSON FIELDS 

In this section we introduce free Lobachevskian boson 
fields, which will be related in the flat-space limit to the Eu­
clidean fields constructed in the Sec. II. These Lobachevs­
kian fields act in a space K, which again has Fock space 
structure. This Fock space construction will be carried out in 
step-by-step analogy with the Euclidean Fock space con­
struction. 

We choose the Lobachevskian one-particle space ~I) 
to be the Hilbert space of all functions F( p;n) for which 

I!PI! i.i2V)F(p;nW 

1 
r( 1'- 1/2 + ipl A) 12 d d X P n<oo. 

rUpiA) 
(4.1 ) 

The Hilbert space ~I) carries a unitary (highly reducible) 
representation of SOo (21', 1) defined by 

U(g)F(p;n) 

[ 

2v ]-V+I12+iPI" 
= a~1 (g-l)~na + (g-l)g F( p;ng-.), 

(4.2) 

whereng-. is given by Eq. (3.8). [Asis~ilyseen, (4.2) is 
nothing but the unitary representation T(g) of SOo(2v,1) 
defined by Eq. (3.11).] Then the Lobachevskian Fock space 
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2 for scalar bosons is defined to be the Hilbert space com­
pletion of the symmetric tensor algebra over 2(1), 

2= C ED 2(1) ED (2(1) ® s2(1) ED .... 

The vacuum is denoted by 10). In the standard fashion we 
introduce boson annihilation and creation operators A ( p;n) 
and A * ( p;n), satisfying the commutation relations 

[A( .) A*( I. ')] =AI-2V!r(V-! +P/A)!-2 
p,n, p ,n - r(ip/A) 

Xc5(p - p'WV- I(n - n'l, (4.3) 

all other commutators vanishing. Hence, one has a unitary 
representation of SOo(2v, 1) on 2 defined by 

U(g) 10) = 10), (4.4) 

U(g) A *(p;n)U-I(g) 

[ 
2v ] -v+1I2-lp/A. 

= L ~na +gg A *(p;ng ). 

a=1 

(4.5) 

We are now prepared to define the Lobachevskian sca­
lar boson field. We want to form the free field by taking 
linear combinations of creation and annihilation operators. 
Equation (2.1) tells us to do this by setting the field equal to 
the de Sitter-invariant Fourier transform [see Eq. (3.10)] of 
these operators: 

ct>(S)= A
2v

-
1 i f 1 

(217't R +Js2V-I ~p2 + (m + A /2)2 

X [A (p;n)[t,5 ] - v + 112 - ip/A. 

+A *(p;n)[t,5] -v+ 1/2+ ip/A.] 

GL (S,5 ') = ( - t- IA 2v - 2(217') - V(sinh AT)I - v 

i "" p tanh(1Tp/A) v-I 
X 2 2 P - 112 + ip/A. (cosh AT)dp, 

o P + (m +A/2) 
(4.9) 

where cosh AT = [5,5 ']. The remaining p integral can be 
computed using the formulas 7.213 of Ref. 7 and 3.6(3) and 
3.6(4) of Ref. 8, so that the expression (4.9) reduces to 

A 2v - 2 

GL (S,5 ') = (- t- I Q;;'7A.I(coshAT), 
(217"t sinhv- I AT 

(4.10) 

where Q ; - I is the Legendre function of the second kind. 
Furthermore we can check that the Euclidean Green's 

function is indeed a limiting case of the Lobachevskian 
Green's function, i.e., that 

since 

[see, e.g., Eq. 7.8(4) of Ref. 9]. 
It follows from (3.13) and 

limA 2v - I!r(v-! +iP/A)!2 =p2v-I 
A.-..o r(p/ A ) 

[see, e.g., Eq. 1.14(6) of Ref. 8] that the Lobachevskian field 
(4.6) goes over in the flat-space limit A-<l into the Euclidean 
field (2.1). 

V. INTERACTING FIELDS 
X ! r(v - ! + ip/ A ) !2 d dn. 

r(ip/A) P 
(4.6) Our next step will be the more important (in field theory) 

attempt to construct the N-point Green's functions of inter­
acting fields. In analogy to the Euclidean case, we define the It is easy to verify that the field transforms as 

U(g)<I>(S)U-I(g) = <I>(g5)' (4.7) Lobachevskian Green's functions by 

The verification of property (4.7) is based on the relation 

dng = L~I ~na +gg r -2v dn. 

Obviously Lobachevskian boson fields are commutative, i.e., 

[<I>(S ), <1>(5 ') L = 0, for all 5,5 I E A 2v. (4.8) 

In verifying (4.8) one has to use the formulas (AS) and (A6) 
(see the Appendix). 

The two-point Green's function GL (S,5 I) is given by 

GL (S,5 ' ) 

== (0 1 <I>(S )<1>(5 ')10) 

A
2V

-
l i f 1 

= (21T)2v R +Js2v- Ip2 + (m + A /2)2 
X [t,5] -v+ 112-ip/A. 

X [t,5 '] -v+ 112 + ip/A. 1 r(v -r~~~;)P/A) 12 dp dn. 

Let us now calculate the explicit form of GL (S,5 '). Mter 
integration over the angles we find that [see Eqs. (AS) and 
(A7)] 
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(0 I <I>(51)<I>(S2)· .. <I>(SN)e - V [<1>1 10) 
Gd51,52"",5N) = (Ole- V[<I>lIO) (5.1) 

(ordinary operator multiplication!), where V [<I>] is the Loba­
chevskian action needed to describe the field interactions. 
For example, the Lobachevskian action for the cubic boson 
self-interaction is given by 

(5.2) 

where K is interaction constant and: : denotes Wick order­
ing. 

The Green's functions in perturbation theory can be cal­
culated from (5.1) by using Wick's theorem (which, of 
course, remains true for Lobachevskian fields) as usual to 
derive the Feynman rules. 

(a) For each internal vertex, include a factor ( - 1) times 
whatever coefficients appear with the fields in V [<1>]. For 
example, each vertex arising from (5.2) will contribute a fac­
tort -K). 

(b) For each line joining 5 to 5 I, include a factor (4.10). 
(c) Integrate over the position of each internal vertex. 
But the numerical evaluation is much more complicated 
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than in fiat space, although the labor can be reduced by using 
the geometrical properties of the space, such as the group of 
motions. We hope to return to the questions of divergences 
and renormalization in a future publication. 

APPENDIX 

Here we present the calculation of the integral 

1= r [;,5']1I2-v+ip[;,5"]1I2-v- ip dn, (AI) JS 2V-l 

where 5',5' ' E A 2v ,; = (1 ,n) E B, and dn is the Euclidean mea­
sure on S2v- I . 

To evaluate the integral (A 1), we expand the Lobachevs­
kian plane waves (3.12) into the harmonic polynomials 
E:M(n), M=(mO,ml,m2, ... ,m2v_2) on S2v-1 (see Ref. 4), 
viz., 

[;,5'] 1I2-v+ ip = I t ~O(gs)EM(n) (A2) 
M 

[see Eq. 10.3.2(5) of Ref. 4], where t ~o(gs)' 0 = (0,0, ... ,0) is 
the matrix elements of the class I principal series representa­
tions of the SOo(2v,l) group andgs is given by 5' =gst. The 
harmonic polynomials E:M(n) satisfy the orthogonality and 
completeness relations, 

(A3) 

and 

I EM(n)EM(n') = 8(n - n'). (A4) 
M 

By expanding in harmonic polynomials, and performing the 
fdn using (A3), we find 
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21Tv 

I=_t~(gs""~lgs)' 
r(v) 

The matrix elements t ~ can be expressed in terms of a Le­
gendre function ofthe first kind [see Eq' 10.3.3(4) of Ref. 4]. 

Finally then, we find 

r [;,5' r12 - v+ ip[;,5"] 1/2 - v- ip dn JS 2V- I 

= (21T)V(sinh Ar)l- vp 1_-1;2+ ip(cosh Ar), (A5) 

where cosh Ar = [5,5"] [see Eq. (3.5)]. 
To finish, we mention some properties of the Legendre 

function: 

p :(z) = p ~ I _ u(z), (A6) 

p :(z) = r(u + f.t + 1) P ;Il(z), if f.t = 1,2,... . (A7) 
r(u-f.t+l) 
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A method of generating solutions of Einstein's field equations for static fluid spheres is presented. 
This new method has a very clear advantage since it bypasses the direct resolution of the field 
equations. One of the solutions obtained is then studied in some detail; it verifies an equation of 
state ofthe formp,::::ap + {3pl + lin. 

I. INTRODUCTION 

The study of fluid spheres in general relativity requires 
the solutions of Einstein's field equations. 

Due to the nonlinearity of those equations it becomes 
difficult to obtain analytical solutions, in particular the 
problem of constructing a model of a static sphere of perfect 
fluid is often solved by numerical methods using the Tol­
man-Oppenheimer-Volkoff equation. 1-4 

Though a large number of numerically computed solu­
tions are available in the literature the efficiency of exact 
solutions for giving a clear understanding of the internal 
structure of a spherical star cannot be denied. • 

The present paper has a twofold purpose; in the first 
place a method for generating new solutions for a static 
spherically symmetric distributions of matter from existing 
solutions is presented in isotropic coordinates. It can be com­
pared to that given by the author in usual coordinatess and 
largely differs from those already existing in the literature. 6-8 

This method reduces the field equations (in isotropic 
coordinates) to a Riccati equation inA. ' orv', where '~ /dr, 
A. and v being the metric functions used in the line element: 

fir = eV dt 2 
- e-t dfil, 

where A. and v are functions of r only. It is well known that if 
we know a particular solution for a Riccati equation then 
this equation reduces to a linear first-order differential equa­
tion. 

Therefore a more general solution can be easily ob­
tained. As particular solutions we use those already existing 
in the literature. 

We deal here with what is essentially a Riccati equation 
in v', in this case the new solution generated has the same 
density p as the old one. 

An example dealing with the second case (Riccati equa­
tion in A. ') is given in the Appendix though the solution ob­
tained has not been studied. 

The generation technique used here leads directly to 
several new solutions. 

By studying the properties of one of the solutions ob­
tained it then appears that the equation of state contains a 
barytropic term added to a polytropic one. 

It may be used as an analytical model for studying the 
physical properties of a spherical star. 

Finally, we consider a solution to be physically reasona­
ble if pressure and density are monotonic decreasing func­
tions of r throughout the star and regular in all the interior 
region of the star and if pressure goes to zero at a finite radius 

R at which we must match in a proper manner9
•
IO the inter­

nal solution to the standard Schwarzschild II external one. 
Furthermore the strong energy conditions must be satis­

fied. 

II. FIELD EQUATIONS AND GENERATION TECHNIQUE 

We begin by examining the nonvacuum static spherical­
ly symmetric Einstein's field equations for a line element of 
the form 

dsl = eV dt 2 
- e-t dfil, 

dfil = dr'l + r'l dO?, 

d02 = d{}2 + sin2 ({})dtp 2. 

(2.1) 

(2.2) 

(2.3) 

The metric (2.1) is written in isotropic coordinates v and A. 
are functions of r only. In order that the interior solution 
joins properly to the exterior Schwarzschild solution, i.e., 

dsl = (1 - M /2r) 
2 

dt 2 _ (1 + ~4 dfil, (2.4) 
(1 +M /2r) 2 2,-J 

at the boundary of the star r = R, we will require 

vCR) = 2In((l- M /2R)/(1 + M /2R»), (2.5) 

v'(R) = (2M/R2)(I-M2/4R2)-I, (2.6) 

A.(R) = 4 In (1 + M /2R), (2.7) 

A.'(R) = -(2M/R 2)(1+M/2R)-I, (2.8) 

M and R being, respectively, the mass and radius of the star 
as measured by a distant observer. 

The field equations in isotropic coordinates read 

-,t (A. ,2 A. 'v' A. ' + v') 
81rp=e -4-+-2-+-"":'r-' 

-,t (A. H v" V,2 A. ' + v' ) 
81Tp=e 2+2+4+ 2r ' 

81rp =e-,t(A. " + (A.:)2 + ~') 

(' = !). 
The energy-momentum tensor can be written as 

Tij = (p + p)UjUj + pgij' ujU
j 
= - 1. 

(2.9) 

(2.10) 

(2.11) 

(In this paper units are chosen so that G = c = 1.) Hence we 
have 

Tg =p, 

- Tl = - T~ = - n = P, 

(2.12) 

(2.13) 
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Tj = 0, for i#j (2.14) 

(i = 0,1,2,3), 

where p is the pressure and P the mass density. 
From the isotropy of pressure [ (2.9) and (2.10) ] we get 

...t" + v" + !( V,2 -...t '2) -...t 'v' - (lIr)(...t ' + v') = O. 

(2.15 ) 

Equation (2.15) is of a Riccati type either in ...t ' or v'. 
Now we proceed as follows. . 
Case !LA: ...t ' = L. Equation (2.15) becomes 

L' -!L 2 -L(v' + lIr) + v" + !V,2 - v'lr = O. (2.16) 

Suppose now that L(...to) and Vo are particular solutions for 
(2.16), then we have 

(2.17) 

(2.18 ) -=--------
HI [s - !re(Ao+ Vo) dr + C] 

whereL is the new solution for (2.16) with v = Vo and Cis a 
constant of integration. 

From (2.17) and (2.18), we have 

...t =...to + In(CI/B I(r,c»)2. (2.19) 

Here 

BI (r,c) = J - ~ re(Ao + Vo) dr + C. (2.20) 

Equation (2.19) yields 

~ = ~o[ CI/BI (r,c) p, (2.21 ) 

C being a constant of integration. Thus from the couple of 
known metric functions (...to,vo) our generation technique 
allows us to obtain the new one (...t,vo)' By using (2.9), 
(2.11), and (2.19) we can conclude that the pressure and 
density obtained for the new solution generated are different 
from those corresponding to the old solution. 

Case ILB: v' = N. In this case Eq. (2.15) becomes 

N' + J.... N 2 -...t 'N _ N +...t" _ ...t ,2 _ £ = O. 
2 r 2 r 

(2.22) 

If vo,A.o are known solutions for (2.22), then we have 

N = No + lIH2, (2.23) 

(2.24) 

where N is a new solution for (2.22) and c is a constant of 
integration. 

Now integrating (2.23) we obtain 

v = Vo + In [B2(r,c)ICd 2, 

where 

B2(r,c) = J ~ re(Ao-vo)dr+C 

and 

C I being a constant of integration. 

(2.25) 

(2.26) 

(2.27) 

Hence, starting from the couple (vo,A.o) the generation 
technique allows us to obtain the new ( v,A.o). We notice that 
the new mass density P obtained here is equal to the old one, 
i.e., P = Po (...to stays invariable). We conclude by noting that 
in the application our choice between formulas (2.21) and 
(2.26) is motivated by the following arguments . 

(1) Formula (2.26) is adopted ifthe density Po for the 
known solution is physically reasonable. 

(2) Fbrmula (2.21) is adopted if Po is not physically 
reasonable. 
Finally we notice that if integration by means of (2.26) is 
difficult we can go to (2.21) and vice versa. 

III. SOLUTION CONTAINING A POLYTROPIC TERM IN 
ITS EQUATION OF STATE 

We use here as a particular solution the Bayin 12 solution 
VI. First we show that the pressure evaluated by Bayin con­
tains an error, hence his equation of state cannot contain a 
polytropic term. In fact, applying formulas (2.11) and (2.9) 
for the solution obtained by Bayin, we get 

81rp= -(Cr+CI)-b/(I-c) 

X [ (1 - c)(6bCoCI + 2bC~r) + b 2C~r] 
(1- c)2(Cr + CI )2 ' 

(3.1 ) 

817< = C,;J. + C -b/O-c) [C~b2r - 2abC~r + 2Co(b - 0)(1- C)(Cor + CI ) ] . 

p (0' I) (1 _ c)2(Cr + CI)2 
(3.2) 

Expression (3.2) differs from that given in (12). Now combining (3.1) and (3.2) we get (CI = 0) 

p =p[(2ab - b 2) + 2(0 - b)(l - c)]I[b 2 + 2b(1-c)]. (3.3 ) 

Hence the equation of state is of the form 

p =arP, 

where 

(3.4) 

ao= [(2ab-b 2) +2(a-b)(1-c)]I[b 2+2b(1-c)]. 

This completely differs from the result already obtained by 
Bayin himself. 
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We now show that the application of our technique to 
Bayin's VI solution gives a new line element for which the 
equation of state may be nearly polytropic. Bayin's VI solu­
tion reads 

d~ = (Cr + CI ) -al(1-a) dt 2 

- (Cr + CI)b/O-a) da2. 
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Applying the formulas (2.27) and (2.26), we get 

(Crr + C )(a + b)/( I - a) + I 

B(rc)= I +C 
2' 4Co(a + b)/(l- a) + 1) , 

eV = C~ (Crr + Cd -al(l-a) 

X [(Crr + cl)(a+b)/(\ +a) + I + C]2 . 

4Co«a + b)/(l - a) + 1) 
Here a must satisfy the relation 

a= Ub2-a2) -ab+b-a]l(b-a), 

(3.6) 

(3.7) 

(3.8) 

where C2 and C are two constants of integration. Setting now 

a b 
ao=--, bo=--, ao=ao+bo + 1, 

I-a I-a 
a l = 4CCoao, W= (Crr + CI )· 

(3.9) 

We obtain 

C 2 W -ao 
dr= 2 (wao+a )2dt 2 _ Wboddl. 

16C~a~ I 

(3.10) 
We can use formulas (2.9) and (2.11) for evaluating the 
pressure P and the energy density p and we obtain 

_ b [ (b ~ - 2aohO)W,2 + 8Cow(bo - ao) 
81TP = w ° 

4w2 

b..n w,2wao - I + 4a C w"'-] + \1"'"0 0 0 , 

w(~+al) 
(3.11 ) 

81Tp = w- bo [ (4borww" - 3bow'2 + 8boww')/4rW). 

(3.12) 

The pressure and the density have finite values at the 
center of the star (r = 0). 

We look now for the equation of state verified by our 
solution; in order to compare the solution which we obtain 
with that of Bayin's. We must take the constant C I = O. 
(Note in this case the pressure P and the density p become 
singular at the center r = 0.) In this case we have w = Crr, 
W,2 = 4Cow, and w" = 2Co' Using formulas (3.11) and 
(2.12) we obtain 

!... = bo(bo - 200 ) + 2Co(bo - ao) + 2ao(bo + 1) 

p 3boCo 3bo(l + alw- ao ) 

The density p is given by 

p = (3boCo/21T)W- bo - l. 

From (3.14) we obtain 

w = (21Tp/3boCo) -I/(bo+ I). 

Setting 

r = [bo(bo - 200 ) + 2Co(bo - ao) ]I3boCo 

and using formula (3.15) in (3.13), we get 

P = r+ 2ao(bo + 1) 
p 3bo 

(3.13) 

(3.14) 

(3.15) 

x[ 1 ] (3.16) 
1 + a l (21Tp/3boCo)[I/(b" + I») • 

Now choosing a l (c being an arbitrary constant at our dis­
posal) in such a manner that 
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a l (21Tp/3boCo)I/(bo+ 1)<1, 

we obtain 

!...~r+ 2ao(bo+ 1) 
p 3bo 

2aoal (bo + 1) (.l:!!P...-)I/(b,,+ I) • 

3bo 3boCo 
We now can set 

lI(bo + 1) = lin, 

(3.17) 

(3.18) 

where n is a positive integer such that n > I, and we obtain 

p~( + 2ao(bo + 1») r 3bo p 

_ 2a la o(bo + 1) (.l:!!P...-)I/II + I . 
3bo 3boCo 

The choice n > 1 implies 

bo + 1> I, 

hence 

b/(l- a) >0. 

(3.19) 

(3.20) 

The above inequality can always be satisfied (bo and a being 
arbitrary constants) (a,e 1). For bo>2ao and a o positive, 
and if we choose a I < 0, the pressure and density p become 
positive. The term 

2a1a o(bo + 1) (.l:!!P...-)I/II+ I 
3bo 3boCo 

could be neglected compared to 

r + 2ao(bo + 1 )/3bo, 

hence if we restrict ourselves to 

O<r+ 2ao(::o+ 1) <I, 

we can satisfy the strong energy conditions 

- p<p<p, p>O. (3.21 ) 

Going back now to the formula (3.11) we can choose a 1 in 
such a manner so as to drop P to zero at distance r = R. 
(Note here that in the case of Bayin's solution the pressure P 
is always nonzero except for r~ 00 .) 

Thus the boundary of the star can be choosing for r = R 
and we can match our internal solution to the external 
Schwarzschild one at this boundary (r = R) and we get 

-2aC2C D 
___ 2--,-Q&_' (CoR 2 + C

I
) -a/(\-a)-I 

I-a 

X{ (CoR 2+CI)(a+b)l(I-a) +C}2 

4Co(a+b)/(l-a) + 1) 

+ C~R(CoR 2 + CI)b/(\ -a) 

X {(CoR 2 + cl)(a+b)/(\ -a) + I + C} 
4«a + b)/(l - a) + 1) 

2M( M2)-1 
=Ji2 1- 4R2 ' 

b 1n(CoR2+CI)=4In(I+M), 
(I-a) 2R 
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(3.24) 

(3.25) 

The above equations determine the constants C I' C2, Co, and 
a as functions of M and R. 

IV; DISCUSSION 

In a recent paper, Collins and Wainwright13 enumerat­
ed all perfect fluid solutions to Einstein's field equations, 
which have the following properties: (1) the fluid has non­
zero expansion (0 ¥O); (2) the fluid is irrotational (wo 
= 0); (3) the fluid is shear-free «(To = 0); and (4) the equa-

tion of state that satisfies the above solutions is of the form 
p = p( p); withp + p¥O. 

As a result of their study13 one can see that among the 
solutions satisfying conditions (1 )-( 4) there are some pos­
sessing spherical symmetry. 14 

The latter have the following line element: 

ds2 =_1_ 
U2 

X [_~dt2 + dr + r(d0 2 + sin2 Odr(2)] . 
At+B 

(4.1 ) 

Formula (4.1) is obviously written in isotropic coordinates. 
The metric function U depends only on the variable 

U = t + r, furthermore U' satisfies the relation 

U'2=~U3_A/3, (4.2) 

where A and B are two constants such that 

A2+B2¥O, (4.3) 

the prime denotes differentiation with respect to U. By intro­
ducing (4.2) into (4.1) and choosing A = 0, we obtain 

dr= 2U dt2+~ [dr + r(d0 2+ sin2 Odr(2)]. 
3B U 

(4.4) 

We can now compare our solution (3.9) with that given by 
Collins and Wainwright. 13 Our function metrics depend on 
the variable (Cor + C 1)' where Co and Clare two arbitrary 
constants arising from a second-order differential equation 
in the variable r. Without loss of generality we can choose 
C1 = C1 (t), where t is the time; thus our solution can be 
related closely to that given by Wyman. 14 
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APPENDIX: GENERALIZED BUCHDAHL SOLUTION 

Using the Buchdahl1s solution, i.e., 

dr=((1-/)/(l +/»)2dt 2_ (1 +/)4d~, (AI) 

where 

I=A/~l +K?, (A2) 

as a particular solution for the Riccati equation (2.15), we 
get 

B ( ) - A 2 f (1 + [4 - 2j2) dlf. 
1 r,c - 2K [3 . 

By integration we obtain 

A 2 [ 1 [2 ] B1(r,c) =- --+--21n([) +C. 
2K 2[2 2 

Hence 

e-t= (1 +/)4 

(A3) 

(A4) 

X [(A 2/2K){ -1I2j2 :i2/2 - 21n([)} + C r 
(AS) 

and v = vo, where C and C1 are two constants of integration. 
Then the new line element reads 

dr=((1-[)/(1 +[»)2dt 2 _ (1 +/)4 

X { C1 }2 
(A 2/2K)[ -1I2j2 + j212 - 2In([)] + C 

Xd~. (A6) 
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Charged viscous fluids: Exact solutions 
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Exact solutions of Einstein's equations are given for some charged viscous fluids. 

I. INTRODUCTION 

The importance of viscosity in the theory of the early 
universe has been stressed repeatedly by various authors. I It 
stems largely from the possibility that viscosity affects the 
appearance of the initial singularity2 and the expansion rate 
of the universe.3 It can further be argued that since viscosity 
is virtually incompatible with an inflationary expansion,4 at 
which time the universe behaves as a superftuid,s a transition 
from a preinflationary universe to an inflationary one in­
volves a viscous fluid to superftuid phase change. This makes 
viscous fluid models interesting candidates for the preinfla­
tionary universe. 

While a number of exact solutions of Einstein's equa­
tions are known for neutral fluids with bulk viscosity,3.6 so­
lutions involving shear viscosity are rather scanty.7 The situ­
ation deteriorates rapidly with magnetoviscous fluids8 and 
even more so with charged ones. 9 

The aim of this paper is to present additional solutions 
for charged fluids with bulk and shear viscosity. The energy 
momentum tensor for such systems is written in the form 

Tp.v = (p + p)Up.uv - pgp.v + Ep.v + Ap.v' 

where up. represents the fluid four-velocity 

uaua = 1, 

and Ap.v is the viscosity tensor, defined by 

(1) 

(2) 

Ap.v = ;Pp.vUA>, + 1]Pp.aP vP (ua;/J + ufJ;a - ~ ~u'\.t). 
(3) 

In (3), ; and 1] are the coefficients of bulk and shear viscosity 
and P p.a is the projection tensor 

(4) 

Finally Ep.v in (1) represents the Maxwell tensor for the 
electromagnetic field. 

In the general spherically symmetric metric 10 

dr = CV dt 2 - eU d,z - y2 d0 2 - y2 sin2 Odt/i, (5) 

which will be used, the unknown functions v, ...t, and Y de­
pend exclusively on rand t. Since only the radial electric field 
pOI is nonzero because of spherical symmetry, Maxwell's 
equations reduce to 

(e"e-ty 2pOI).1 = _ 41ry 2eve-tJO, (6) 

(e"e-ty 2
pOI).0 = 41ry 2eve-tJ I • (7) 

In the rest frame of the fluid, defined by up. = eV~, Eqs. (6) 
and (7) can be integrated to 

pOI = ( _ e-ve-..t /y2)Q(r,t), 

where 

Q(r,t,) = 41r L J oy 2eve-t dr. 

Einstein's equations become 

(8) 

(9) 

-1 2e- u 
( y'2) 2e-

lV
(.. Y2) (Q 2 ) -+-- y"-y'...t'+- --- y...t+- = -81T p+--

y2 y 2Y Y 2Y 81Ty4 ' 
(10) 

(11 ) (2e- u /y)( - Y' + Y'A + Yv') =0, 

__ +_e- u Y'v'+- --- Y+--Yv 1 2 ( Y'2) 2e-
2V

(" y2 .) 
y2 Y 2Y Y 2Y 

-U(Y" " '2 Y'...t' ", Y'V') 2V(.j i2 Y i. Yv YA) e -+v +v ----/I. v +-- +e- -/1.-/1. --+/l.V+--
Y Y Y Y Y Y 

{ 
Q2 _,,[(21] ). (-21] )Y]l = - 81T - P - 81Ty4 - e 3"" -; ...t + -3 - - 2; y , 

where' = alar and . = a I at. The coefficients; and 1] are so 
far arbitrary. 

II. SPHERICALLY SYMMETRIC SOLUTIONS 

'£ I Qp. = - v up. , 

0= e-"(A + 2Y IY), 

ul =~ = -uU2=e- V (YIY-A)/3. 

(12) 

(13) 

(14) 

(15) 

(16) 

For the metric (5), acceleration, expansion, and shear II 
become 

Using these parameters one can determine some exact solu­
tionsofEqs. (10)-(13). 
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(i) Charged viscous fluid with (J = aJl. = 0 and p = ap. 
Equations (15) and (14) imply 

(YIY)=(-A/2), v'=O. 

In particular the condition (J = 0 eliminates all terms con­
taining t from Eqs. (12) and (13). Assuming the metric 
depends on t only and rescaling the time so that v = 0, Eqs. 
( 12) and (13) can be combined to yield 

(1- 3a)YY + (5 - 3a)y2 

+ 161T7J(1 - 3a) Y:Y + 1 + a = O. (17) 

(ia) A particular solution of (17) can be easily deter­
mined when", = "'llt, where"'l is a positive constant. Then 

y2= (1+a)t
2 

3a - 5 + (3a - 1) 161T7JI ' (18) 

Q 2 = - (1 + a)( 1 + 811'", I) t 2 (19 ) 
(3a - 5 - 161T7JI + 481T7Jla)2 ' 

p = a(1 + 81T7JI) ..!.. = ap, (20) 
211'(1 + a) t 2 

e" = cllt 2. (21) 

Solution (18)-(21) holds for arbitrary a. 
(ib) The particular case a = - 1, corresponding to a 

universe with tension, has also the nontrivial solution 

y3 ft ( ft' ) T=c I dt'exp -1611' ",(t")dt" +C2, (22) 

2Q2 = y2 + 3y3y _ 3y2y2 + 481T7Jy3y, (23) 

1 3 y2 3 Y Y 
81Tp=--------241T7J-. 

2y2 2 y2 2 Y Y 
(24) 

One can also see from ( 17) that a solution of the type Ya: ert 

with r a positive constant requires either r = 0 or ", < 0, and 
from (24) thatp tends exponentially to a negative value. 

The choices", = const > 0 or", = "'Ilt with"'l = const, 
at times made in the literature,3 do not produce an exponen­
tial increase in Y. In the first case, in fact, one obtains 

y2 = (_ (cI/161T7J)e-161T11 + c2)2I3, (25) 

and the metric approaches flatness exponentially while Q 
tends to a finite value in the same limit. In the second in­
stance 

(26) 

To the extent that an exponentially increasing Y corresponds 
to inflation in an anisotropic universe, the above may be 
taken as an indication that the onset of inflation implies a 
phase transition with suppression of viscosity. 

(ii) Charged viscous fluid with uJl.v = 0, aJl. = 0 and 
p = ap. For vanishing shear, one obtains from (16) 

(Yly)=A. 

If again one assumes the metric to have only time depen­
dence, Eqs. (12) and (13) give 

4YY + 2(1 + 3a) y2 - 481T~Y:Y + 1 + a = O. (27) 

(iia) If in addition t = ~llt, where ~I is a positive con­
stant, then Eq. (27) has the solution 

y2 = (1 + a)t 2/(481Ttl - 2 - 6a), (28) 

which holds for arbitrary a. 
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Thus, 

Q2 = y2/2, 

P = (121Tt I + 1 )/41T(a + l)t 2, 

(29) 

(30) 

r!' = c3t, (31) 

where C3 is a constant, and (J = 31t. 
(iib) The case a = - 1 yields the nontrivial solution 

Y=exP{cl f dt'(exp{ -1211' f' t(t")dt"D +C2}, 

(32) 

with 

Q2 = y2/2, 

81Tp = (l/2y2) + (3Y2Iy2). 

(33) 

(34) 

Considerations entirely similar to those given under (18)­
(21) apply to this case. Here u Jl.V = 0 at all times and the 
roles of ~ and ", are interchanged. 

III. SOLUTIONS OF THE ROBERTSON-WALKER TYPE 

The metric (5) acquires the Robertson-Walker form 
when 

v = 0, e" = R (t)G(r), Y = R (t)G(r)r, (35) 

where R(t) and G(r) are arbitrary functions. This choice 
makes the shear vanish. One also has 

(J = 3(R IR), 

while the acceleration and vorticity vanish. 
(i) Ifp = 0, the only surviving equations are 

2RR + R 2 - 241TtRR = w, (36) 

3 G' G" 
"2 rG 3 + 2G3 = W, (37) 

for constant w. 
Equation (36) can be solved when t has the form t/t 

with t I constant and positive. Then, 

R = (w/(1- 241Ttl»)1/2t. (38) 

Two solutions have been found for Eq. (37). One is G = 1/ 
(Br - w/4B) , where B is constant, and can be reduced to 
the canonical Robertson-Walker form by a coordinate 
transformation. It requires Q = 0 and is discussed in Ref. 4. 
The second is 

(ia)G=(1/~-2w)(1/r), (39) 

Q= tl[2(241Ttl _1)1/2], (40) 

p= [(181Ttl-l)/21T(1-241Ttl)](1/t 2), (41) 

(J = 3. 

(ib) The special case w = 0 leads to the solution 

~ R 3/2 = C I f dt'{exp f' 121Tt(t ")dt"} + C2, (42) 

valid for arbitrary t (t). If ~ is constant, one has in particular 

R = {(c l/121Tt)exp(121Ttt) + c2F13 (43) 

and 

G=C3Ir +C4 , (44) 

where all c's are constant. Then 
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Q = 2~CIC2{{CI/121Tb')exp{ 121Tb't) + c2P/3, 

_ - ~ 24"." {C I exp{ 121Tb't) + } - 2 p---e C2 
61T 121Tb' 

CIC21' {C I exp{ 121Tb't) } - 4/3 - +~ , 
1T{C2 + c2,-l)4 121Tb' 

() = 2c Ie 12,,",' I[ (c I /121Tt)exp{ 121Ttt) + C2]' 

(45) 

(46) 

Thus p and () approach here a finite value for t~ 00 , while Q 
and R increase exponentially in the same limit. 

IV. CONCLUDING REMARKS 

The behavior of the universe described by (43 )-( 46) 
bears a close resemblance to those with bulk viscosity and 
Robertson-Walker metric discussed in Ref. (3). Though the 
metric (43), (44) is conformally flat, but not in general re­
ducible to the canonical Robertson-Walker form, here, too, 
the expansion of R(t) is increased by t, a fact that has no 
counterpart in classical cosmology, where one expects the 
expansion to slow down because of viscosity. 

Some similarities worthy of note exist between the solu­
tions with shear and bulk viscosity of Sec. II. The interest 
largely resides in the solutions with non-negligible shear vis­
cosity, which, even in the chargeless case, are not numerous. 
The similarities are not only represented by (22) and (32), 
for which viscosity hinders the occurrence of inflation, here 
defined in an anisotropic context, but also by ( 18) - (21 ) and 
(28 ) - ( 31 ). In (18), viscosity tends to suppress or enhance 
the magnitude of y2 for 1/1~{6 - 3a)/161T{3a - 1). Since 
1/1> 0, one has ~ < a < 1, where the upper limit is required by 
causality. For a = - 1 (Y = 0) and for a radiation filled 
universe (a = !), 1/ does not affect the metric. Similarly for 
(28), suppression or enhancement of Y occur for 
tl~{1 + 2a)/161T, andtl remainspositivefora> -!. For 
both a = - 1 and a = 81Tt I' viscosity does not affect the 
metric. 
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Finally, the subtle interplay of viscosity and equations of 
state, as evidenced by the discussion of ( 18) and (28), is not 
only indicative of the variety of viscous universes one can 
have, but also of the direction research should take in order 
to reduce the freedom in the choice of parameters. 
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The Gooel-type space-times are examined under different conditions on the algebraic structure of 
the energy-momentum tensor. A generalization of the Bampi-Zordan theorem on Gooel-type 
models is given. Chakraborty's results are recast as a special case of the generalized Bampi­
Zordan theorem. The Rebou~as-Tiomno solution is shown to be the unique Gooel-type metric 
with an algebraic structure of the tachyon fluid type. 

I. INTRODUCTION 

Some years ago, Godel l presented a new cosmological 
solution of Einstein's field equations of the form 

ds2 = [dt + H(x)dyF - D 2 (x)dy2 - dx2 
- dr, 

(1.1 ) 

which is known as a GOOel-type metric. 
The G6del solution and its energy-momentum tensor 

can be given by 

and 

Tl'v = pVI' Vv' va = c5g , 
Kp = - 2A = m2 = 2!l2 , 

( 1.2) 

(1.3 ) 

(1.4) 

where K is the Einstein constant, A is the cosmological con­
stant,p is the fluid density, va is the fluid four-velocity, and 
o is the rotation of the matter. The Godel model is homo­
geneous in space and time (hereafter called ST-homogen­
eous). Actually it admits a five parameter group of motion 
(Gs ) having an isotropy group of one dimension (HI)' 

Besides its historical and philosophical importance, 
pointed out in many works,2 the cosmological solution dis­
cussed by Godel in 1949 has given rise to a noticeable stimu­
lation of the investigation of rotating cosmological space­
times. Moreover, since then the search for solutions to 
Einstein's equations of the Godel-type has received notably 
more attention (see, for example, Rebou~as and Tiomn03 

and references therein). 
In 1965, Ozsvath4 obtained a class of new ST -homogen­

eous solutions of Einstein's equations with dust by using a 
spinor technique. As a special result he proved an assertion, 
presented in GOOel's original paper without proof, which 
states that there exist only two ST -homogeneous solutions of 
Einstein's field equations with incoherent matter, namely 
Einstein static universe (null rotation, 0 = 0) and Godel's 
cosmos (0#0). His results were stated for dust with a cos­
mological constant, however, by a trivial change of variables 
(P-jJ + p, A---.A + Kp) they can be reinterpreted as perfect 
fluid solutions without affecting any of Ozsvath's argu­
ments. This is so because they are ST-homogeneous solu-

.) On leave of absence from Centro Brasileiro de Pesquisas Fisicas, with a 
fellowship from CAPES (Coordena<;iio de Aperfei<;oamento de Pessoal 
de Nivel Superior). 

tions and therefore p and p are constants. 
Although one can consider the Gooel-type metric as a 

good starting point in the search for more general rotating 
models, as far as perfect fluid is concerned, however, this is 
not true, as was shown by Bampi and Zordan.5 In other 
words, under the assumption that the energy momentum is 
that of a perfect fluid, viz., 

T afJ = (p + p) Va Vp - pgafJ ' ( 1.5) 

by a straightforward integration of Einstein's field equations 
they have reduced the whole class of possible solutions to a 
set of three models; then, after a lengthy and rather cumber­
some calculation, they have shown that the three remaining 
models are isometric to the Godel universe. 

One might argue that the Bampi-Zordan theorem is 
contained in the above well-known GOOel-Ozsvath theorem. 
However this is not quite true because not all Gooel-type 
models are ST-homogeneous.6

•
7 

The null tetrad formalism developed by Newman and 
Penrose8 (hereafter called NP) has been shown to be a not 
only useful, but also powerful tool when one has to deal with 
various aspects and calculations of general relativity. The 
concise and elegant proof of the Goldberg-Sachs theorem 
given by Newman and Penrose in 1962 is perhaps the best 
known example of the use of the spin coefficient method in 
general relativity. The most obvious advantages of null tet­
rad formalism is the fact that, since the NP tetrads are com­
plex, the number of equations one may need to write down is 
greatly reduced. The NP formalism has also been very useful 
in the construction of exact solutions of Einstein's field equa­
tions9 and provides a framework for the investigation of in­
variant properties of the gravitational field. 10 Moreover, tet­
rad transformations can be used to simplify the field 
equations, and the algebraic properties of the Weyl tensor 
can be easily discussed. 

Using the NP null tetrad techniques we reexamine, in 
this paper, the Godel-type space-times (1.1), under the as­
sumption that the energy-momentum tensor has the algebra­
ic Segre type structure of either a perfect fluid or tachyon 
fluid. As a special result we prove a generalization of the 
Bampi-Zordan theorem.s We show that a solution of Ein­
stein's equations recently found by Hoenselaers and Vish­
veshwarall is nothing but GOde1 space-time, in agreement 
with Chakraborty'S 12 conclusion, although it is obtained in a 
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context completely different from ours. We also show that 
all algebraic tachyon fluid type Riemannian space-times 
( 1.1) are isometric to the Rebougas-Tiomno model. 3 

Section II is devoted to the structure of the energy-mo­
mentum tensor, together with some other important prere­
quisites, while in Sec. III we present our major results. 

The calculations of this paper were checked by using the 
computer program CLASSI,13 written in the symbolic manip­
ulation language SHEEP. 14 

II. STRUCTURE OF THE ENERGY-MOMENTUM TENSOR 
AND PREREQUISITES 

The algebraic classification of the Weyl conformal ten­
sor has played a significant role in the study of various topics 
of general relativity. In particular, the Petrov classification, 
as it is known, has played a remarkable part in the investiga­
tion and classification of solutions of Einstein's field equa­
tions (see, for example, Krameretal.,9 Karlhedelo and Mac­
Callum IS). It splits up gravitational fields into six different 
types, namely the algebraically general, type I and the alge­
braically special, types II, III, D, N, and O. One can think of 
it as a classification related to the purely gravitational prop­
erties of space-time, whereas the matter content is represent­
ed by the energy-momentum tensor Tp.v' which by virtue of 
Einstein's equations 

Rp.v - !Rgp.v + Agp.v = KTp.v , (2.1 ) 

clearly has the same algebraic structure of the Ricci tensor 
Rp.v. Therefore, for the full characterization of non vacuum 
space-times, besides the Weyl part of the Riemann tensor, 
one also has to consider the Ricci part. 

Our major aim in this section is to present a brief sum­
mary of canonical types of the symmetric energy-momen­
tum tensor Tp.v' to define the notation and make our text as 
clear and self-contained as possible. A detailed and useful 
review of the classification of second-order symmetric ten­
sors in general relativity can be found in Hall. 16 

Let Mbe a four-dimensional space-time endowed with a 
Lorentz metric of signature - 2. Let Tp (M) denote the tan­
gent space to M at P. The algebraic classification of a sym­
metric second-order tensor Tp.v (say) at a point P consists of 
finding real vectors vaETp (M) and real numbers A such that 

(Ta{J -Agap)zI=O. (2.2) 

In a space with positive definite metric, a real symmetric 
matrix can always be diagonalized. However, since the met­
ric tensor has Lorentz signature the eigenvalue problem 
(2.2) is not the standard one well known in linear algebra. 
The Lorentzian character of our space-time together with 
the symmetry of T a{J lead to a more complicated algebraic 
structure, excluding certain Segre types. On the other hand, 
if TaP is meant to represent the energy-momentum tensor in 
general relativity, further restriction is provided by the 
dominant energy condition,17 which states that the local en­
ergy density as measured by any observer with four-velocity 
uQ is non-negative (T a{J uauP>O), and that the velocity of 
energy flow does not exceed the velocity of light 
(if' = TapuP is nonspacelike). The energy conditions are 
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indeed very restrictive and rule out an additional set ofSegre 
types. IS 

Taking into account the above restrictions on the ener­
gy-momentum tensor TaP' it turns out that the possible Se­
gre types are given by one of the following classes. 

Class (i): [1,111] and its specializations: [1,1 (11) ], 
[(1,1)11], [(1,1)(11)], [1,(111)], [(1,11)1], and 
[(1,111)]. 

Class (ii): [2,11] and its specializations: [2, (11) ], 
[(2,1) 1], and [(2,11)]. 
Where the individual digits refer to the multiplicity of the 
corresponding eigenvalues, equal eigenvalues are enclosed in 
a round bracket, and in each case the first digit refers to the 
timelike eigenvalue, which is separated from the spacelike 
ones with a comma. 

In a recent paper, McIntosh et al. 19 have a given canoni­
cal set of nonzero NP quantities <P AB for each Segre type. 
Corresponding to the above Segre types, the nonvanishing 
components of the Ricci spinor <I> AB can be, respectively, put 
into the form of one of the following cases. 

Class (i): {<I>oo = <1>22' <1>11' <1>02 = <l>20} and its special­
izations: {<I>oo = <1>22' <l>1I}' {<I>w <1>02 = <l>20}' {<I>l1}' 
{<I>oo = <1>22 = 2<1>11}' { - 2<1>11 = <1>00 = <l>2J, and 
<PAB = o. 

Class (ii): {<I>w, <1>22' <1>02 = <l>20} and its specializations: 
{<I>w <l>22}' {2<1>11 ~ <1>02' <l>22}' and {<I>22}. 

Finally, we mention that a survey of Segre types corre­
sponding to energy-momentum tensor of several fields used 
in general relativity can be found by Kramer et al.9 and in 
Hal1.20 . 

III. MAIN RESULTS AND DISCUSSIONS 

Consider a four-dimensional Riemannian manifold M, 
endowed with a GOdel-type metric ( 1.1 ). At each point of M 
one can define a set of pseudo-orthonormal complex null 
tetrads E)A (A = 0,1,2,3), such that the line element (1.1) 
can be put into the form 

ds2 = 1/ AB E)AeB 
, (3.1 ) 

where 

~AB =(~ 
0 

~} 0 0 
0 0 
0 -1 

(3.2) 

The basis vectors E)A are defined up to a local Lorentz 
transformation. However, the set of E)A that turns out to be 
adequate for our discussions is 

eO = _1_(dt + H dy + dz), el = _1_(dt + H dy - dz) , 
Ii Ii 
1 1 (3.3) e2 =-(Ddy-idx), e3 =-(Ddy+idx). 
Ii Ii 

A straightforward calculation ( checked by using 
CLASSI 13

) gives the value of NP Ricci spinor <P AB in the 
frame (3.3). We find the following nonvanishing compo­
nents: 

Rebou~, Aman, and Teixeira 1371 



                                                                                                                                    

<1>00 = <1>22 = j(H'ID)2, 

<1>01 = <1>12 = i(H'ID)' , 

<l>ll = i[i(H'ID)2 - (D" ID)] , 

(3.4 ) 

where a prime indicates a derivative with respect to x. 
Now, since <1>02 = 0, the necessary and sufficient condi­

tions for <I> AB to be of algebraic perfect fluid type reduce 
to 19,20 

<1>01 = <1>12 = 0, <1>00 = <1>22 = 2<1>ll , 

which, according to (3.4), imply 

H'ID = const=20, 

and 

D " 1 D = const = m2 
, 

with 

m2 = 202
• 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

Equations (3.6)-(3.8) define the Gooe1 space-time. Thus, 
we have proved the following generalization ofBampi-Zor­
dan theorem. 

Theorem 1: All algebraic perfect fluid type (Segre type 
[ 1, (111 ) ]) Riemannian manifolds endowed with a Godel­
type metric are isometric to the Gode1 space-time. 

It seems worth emphasizing that stress-energy tensors 
of some quite different matter distributions may, in fact, 
have precisely the same Segre type. In particular, it has been 
shown by Tupper21 ,22 that the energy-momentum tensor of a 
magnetohydrodynamic fluid, with or without viscous terms, 
may have the Segre type [1, ( 111)] algebraic structure. 

By a trivial coordinate transformation, the Hoense­
laers-Vishveshwara solution II 

dr = [1 + ~ sinh2(K 1/2X ) ]dt 2 

-A [cosh(KI/2x) - 1]2dydt 

- (A 2/2)[ 4 cosh(K 1/2X ) 

- cosh2(KI/2x) - 3]dy2 - dzZ 

can be brought to the form (1.1), with 

H=A [1-cosh(KI/ 2x)] 

and 

D = (A /{l) sinh(K 1/2X ) , 

(3.9) 

(3.10) 

(3.11) 

where A,K = const. Now since it is a Segre type [1,( 111)] 
solution, by Theorem 1, it is isometric to the Godel model, in 
agreement with Chakraborty's conclusion. 12 

Again since <1>02 = 0, the necessary and sufficient condi­
tions for the Ricci spinor <l> AB to be of algebraic tachyon fluid 
type reduce to 

( 3.12) 
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which again leads to Eqs. (3.6) and (3.7). But now, instead 
of (3.8) we obtain 

(3.13) 

Equations (3.6), (3.7), and (3.13) define the Rebou~­
Tiomn03 metric. Thus, the following theorem holds. 

Theorem 2: All algebraic tachyon fluid type (Segre type 
[(1,11) 1]) Riemannian manifolds endowed with a Godel­
type metric are isometric to Rebou<;as-Tiomno space-time. 

To conclude, we should like to mention that a systema­
tic study of Riemannian Gode1-type space-times employing 
the "equivalence problem" theory lO,15,23 has been carried 
out and we hope to publish our results shortly elsewhere. 
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A study of (d> 1 )-dimensional nonlinear Boltzmann equations is made for which both 
momentum and energy conservations hold. Maxwell particles in the presence of outside forces are 
assumed. For either linear spatial force or linear velocity force plus source term, a class of exact 
solutions for the homogeneous and inhomogeneous distributions is determined. In particular, a 
look is taken at oscillating external forces with a varying parameter and distributions relaxing 
towards oscillating Maxwellians are found. On the other hand, exact inhomogeneous 
distributions relaxing towards absolute Maxwellians are obtained. The exact solutions have 
asymptotic regimes that are solutions of the linear part of the Boltzmann equations and the 
relaxations towards these regimes are studied. Furthermore when equilibrium absolute 
Maxwellian states exist, whether the relaxation towards these states are from above or from below 
is investigated and the possibility of finding an overpopulation of high velocity particles at 
intermediate times is looked at. 

I. INTRODUCTION 

This work and the one presented in a companion paperl 
try to answer different questions. 

(i) It is of current interest to study the asymptotic be­
havior of nonlinear physical systems when external forces 
with varying parameters are present. What about the nonlin­
ear Boltzmann equation (BE)? 

(ii) Exact solutions, when the particles are of Maxwell 
type with present external spatially dependent forces, exist 
and have been known for a long time.2,3 However, they were 
obtained with a vanishing collision term, which means that 
the distributions are solutions of the linear part of the BE. 
For instance, Boltzmann2 for linear spatial x dependent 
forces, had found exact distributions with an asymptotic os­
cillatory behavior. Can we still hope to find exact solutions 
when the collision term does not vanish? What happens if the 
outside forces, instead of being spatially x dependent, are 
velocity v dependent? 

(iii) Can we enlarge the class of known exact solutions 
when we add external forces? I recall that two classes of 
Boltzmann models, with Maxwell particles, have been con­
sidered. First, those for which both energy and momentum 
conservations hold. The so-called BKW exact solution is an 
homogeneous distribution found by Bobylev4 and Krook 
and Wus for the (d = 3 )-dimensional BE, which has been 
generalized6,7 to other d-dimensional models. Unfortunate­
ly, the inhomogeneous BKW solution4-8 obtained by Boby­
lev,4 with the help of the Nikolskii 9,10 transform, goes to zero 
when t-+ 00 so that up to now no exact inhomogeneous solu­
tion relaxing towards to an absolute Maxwellian is known. In 
the second class of models, the momentum conservation has 
been dropped. The oldest is the d = 1 Kacll model while6 

more recently the d = 2 Tjon and WU12 model and others 
have been presented. Besides the BKW distribution,6 other 
exact homogeneousl3 and inhomogeneousl4 solutions of the 
Kac model have been found. In particular, inhomogeneous 
distributions relaxing towards absolute Maxwellians exist 

for the d = 1 Kac model. Consequently we would like to find 
in the first closs of models (the ones studied here) examples 
of exact inhomogeneous solutions with absolute Maxwellians 
[exp( - constlcI 2

), c peculiar velocity]. 
Here we study the (d > 1) -dimensional BE with mo­

mentum and energy conservations holding, while in the 
companion 1 paper we restrict to the d = 1 Kac model. A 
brief summary of the present results, without proofs, has 
been presented. I-IS We start with a d-dimensional BE 
(d = 3 is the standard BE) and assume Maxwellian parti­
cles: 

Lf = Col(f), L = at + V' ax + Ao(t) • av + A ('f,x,t), 

A=A(x,t)·av 

or 

A=al(t)av 'v+a2 (t) =alv·av +dal +02, 

Col( f) = S d- 1 f dOd a(d) (x )dw 

X [/(v')f(w') - f(v)f(w)], (1.1) 

(V'2) = (V2) + (W2 _ V2)sin2 x.. 
W,2 w2 2 

+ Ivl Iwlsin X sin 0 cos E) ( ~ 1) , 
Sd = f dOd; 

dOd = (sin X)d - 2(sin E)d - 3(sin El)d - 4 

... sinEd_4 dXdEdE1 ''', 

dEd _ 3 is the d-dimensional solid angle expressed as a func­
tion of the d - 2 polar angle X ,E,E 1, ... ,Ed _ 3 E [0,11' 1 and Ed _ 2 

E [ 0,211' ] azimuthal angle, of the two velocities v' - w', 
v - w • a(d) (X) is the cross section and () the angle between v 
andw, 

It turns out that our assumptions (Secs. II-III) lead 
finally to the following results: Let us define c, the relative 
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velocity and <v) the mean velocity with e = v - <v). The 
distributions constructed I depend in fact on two variables 
(similarity solutions) 11 = y(t)e and t. The spatial x depen­
dence is entirely contained in the mean velocity. Herel has 
the analytic structure of the BKW solutions, and/is even in 
11 and .2"112 = 0, where .2" is the differential part of L. We 
adopt the following strategy. 

In a first part, in order to have an idea of the possible 
asymptotic behavior we assume Col (I ) ~O for t large and 
the linear part of the BE defines asymptotic solutions las . We 
find 

las ~vU)exp( !112
), 11 = y(t)e, (1.2) 

a product of a pure time factor (which can be a constant) by 
a Gaussian. We are interested in two possibilities: either y( t) 
is oscillating and/as (e,t) can lead to oscillating Maxwellians 
or y(t)-const and/as can correspond to absolute Maxwel­
lians exp( - const c2

) multiplied by v(t). In this last case we 
seek the condition on the forces such that vU) is a constant. 
For the oscillating possibility, we choose the time depen­
dence of the force in such a way that the y(t) couple two 
circular functions of periods 21T and 21Tlq (q integer) and 
introduce a verying parameter. We find that the (e,t) Gaus­
sian in (1.2) can oscillate between two, three, four, ... extre­
mal Maxwellians. We do not observe the doubling of periods 
but instead the appearance of harmonics, the reason being 
that these las, obtained with vanishing collision terms, are 
solutions of linear differential systems (linear part of the 
BE). 

In a second part we build up the exact solutions having 
asymptotic behaviors provided by (1.2). Starting with our 
original assumptions, Eq. (2.2) of Sec. II, different methods 
exist. The only possible ansatz compatible with the original 
assumptions being the product of a Gaussian in the Icl vari­
able with time-dependent width by a first-order Icl 2 polyno­
mial, we can directly substitute it into (1.1) and solve the 
relations coming from the coefficients of like power I c 12P in 
both sides. We can also check some of these relations by the 
macroscopic continuity equations. Finally we can use a gen­
eralization of the Nikolskii9

•
IO method where at some stage 

we replace the inhomogeneous BE by an equivalent homo­
geneous one. All these methods are used here. 

An interesting by-product is the possibility of obtaining 
(d> 1) -dimensional inhomogeneous distributions relaxing 
towards absolute Maxwellians: 

IabsMax = (21TK) -dI2po(0)exp[ - (y( 00 )e)2/2], (1.3) 

K being a constant and Po the local density. We find two 
possible forces leading to such equilibrium states: either 
A = A(x,t) • av if A is linearly x dependent or a l (t)v' av , a 
particular mixing of velocity-dependent force plus sources. 
Although recentlyl4 such equilibrium distributions have 
been obtained for the d = I Kac model, to my knowledge, for 
d> 1 and models not violating momentum conservation, 
these are the first explicit examples 01 inhomogeneous distri­
butions having that property. 

In Sec. II we study spatially dependent forces, while in 
Sec. II velocity force and uniform source are investigated. 

In Sec. IV we study the relaxation towards the asympto­
tic regimes. On the one hand, for the exact solutions/, writ­
ten with the variables 11,t we define reduced distributions 
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F = j(11,t) lias (1I,t) and find that they approach their limit 
1- from below. This is the same result as for homogeneous 
BKW distributions without external force. The pertinence 
of this study is justified only if I as is itself really an asymptotic 
regime as it is for oscillating Maxwellians. However, for dis­
tributions relaxing towards absolute Maxwellians, las (e,t) 
~labs Max' it is worthwhile to define another reduced distri­
butionF=/(e,t)llas (c) and study the approach towards 1. 
The newlact is that wefind either F~l - (from below) or 
F~l + (from above). Wefindexamplesofdistributionhav­
ing at intermediate times, a population 01 high relative veloc­
ities lei larger than the ones present at initial time or at equi­
librium (Tjon effect I6

). 

II. SPATIALLY DEPENDENT EXTERNAL FORCES WITH 
INHOMOGENEOUS DISTRIBUTIONS 

We assume Maxwell particles and study different 
classes of asymptotic las and exact solutions of the BE 

Lj = Col(f), L = at + V' ax + (Ao(t) + A(x,t»)· avo 
(2.1) 

A. The different assumptions and their consequences 

(i) 1= i( 1I2,x,t), 11 = yU,x)(v - vo(t,x»), (2.2a) 

(ii) Col(/as )~O 

or 

f"""'ias =v(x,t)exp( -112/2), fortlarge. (2.2b) 

From (i) follows that the local density is 

Po = f I dv = y - d f j d11 

and for the mean velocity 

(v)Po = f vldv = voY d f j d11 

or (v) = Vo. It follows that 11 = ye, e being the peculiar ve­
locity. From (ii) we study Llaa = 0 or (at + V' ax )log v 
= L112/2. On the right-hand side (rhs) we have powers 
v2vjJv;,v;vj not present on the lhs. Equating to zero the coef­
ficients of these powers we find both ax,r = 0 or y = y(t) 

and y-1L112/2 = l:.1/;b; (x,t) [see (A3) in Appendix A]. At 
this stage, L112 is linear in 1/;, we could go on and find the 
whole class2

•
3 of Boltzmann's solutions. On the contrary we 

stop here. Further restrictions, coming from another as­
sumption, will appear later on, leading to L112 = 0 and only a 
subclass of possible las. 

We introduce a third assumption 

(iii) (21T1~.(x,t»)dI2f 

( 
112) n (11

2)P = exp -=- L a 2p (x,t) - , 
2a p=O 2 

(2.2c) 

and show that the only possible ansatz solution (iii) is pro­
vided withn = l,a,ao,a2 only t dependent, andL112 = O. Let 
us rewrite (2.1) for 1: 
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TABLE I. Compatible forces and 1J = r(t)(v - (v». 

d 

~=at+voas+Ao(t)oa.+A, A=~ljA" Ao=LijA«w, (v)=L 1j(v)1' 

a=L 1jaj, (~ +at)al-.ta/i.lu=AOIJ OJU~OJ}t=O. 

AI =XI (al(t) - L OJ~) + L Xj (dOJU + ~ OJI/OJy + 2 rt OJU)' al(t) = y"y-I. 
j j~1 dt ~ y 

(i) OJu = 0, A = al (t)X, (v)y = YtX + [ Ao(t ')r(t ')dt' + a(O), al (t)y = Ylt' 

if A==O, Y = const t-+oo Bobylev-Muncaster sol. 

(ii) Y-OJq = const, d = 3, (v) = a + Yty-Ix + ro II x, ro = (OJn,t!l12,t!121)' 

conservative force. 

(a') Ao~O, Ao==O, OJu (t) #0, OJu = OJU(0)y-2, L OJ~ = OJ2(t), 
j 

d = 2; d = 3, no solution; d = 4, OJ24 = - 1]OJI3' OJ23 = 1]OJw OJ34 = 1]OJI2' ~ = I. 

(b) A=al(t)a. ov+a2(t), (~-dal-a2)1J2=0, (V)/=(~+al)X/+~OJI/XI+a/. 

(i) OJq = 0, y = exp( - [ al dt')( I + Po f exp([' al dt') dt'). 

a,=poy-I+atiogy-I, (v)=a+poXr- l
, ya=a(O)+ [Ao(t')y(t')dt'. 

d = 2; d = 3 no solution; d = 4 OJ24 = - 1]OJI3' OJ23 = 1]OJJ4t OJ34 = 1]OJI2' 1]2 = I, OJ2 = L OJ~. 
j 

Li= y-d Col], 

Coli = S d- \ I dOd U(d) d1)w 

X (I( 1)v' )/( 1)w' ) - I( 1)v )/( 1)w »), (2.3) 

with 1) = 1)v = ye, and 1)v,1).,. ,1)w,1)w" having the same colli­
sion law velocity as those for v, v', w, w' written down in ( 1. i). 
The ansatz (iii) substituted into Col i gives terms like 1)~!'1)~ 
-1)~P1)~, which, after integration over d0<l' lead to only 

powers 1)~m. Consequently the Ihs of (2.3) must contain only 
even powers 1)v terms. At this Ihs L], the highest power is 
1)211 + 21) • ax a and so a = a (t). At this stage, the rhs and lhs 
require the highest powers 1):" = 1)~" + 2 or n = 1. In (iii) the 
possibility for ao,a2 to be x dependent remains. However the 
equation for 1)~ gives a 2 = yd (U~d) a) -\ at log a [ U~d) being 
the moment ofsin2 XU(d) (X)] or a 2 = a2(t). Due to the fact 
that L1)2 is linear in 'TJj (see above), the lhs contains odd 'TJ/ 
powers whose coefficients must vanish. For instance, 1)2'TJ/ 
has two terms: one, proportional to ax /a2' is identically zero; 
the other, coming from 1)2L1)2, showsthatL1)2 = Oor;/ = 0 
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[;j defined above and in (A3)]. Finally the power 'TJj has 
also two terms: one, proportional to L1)2, is zero; and the 
other, proportional to ax/ao, gives the last condition ao(t). 

We have shown that the assumptions (2.2) lead to the only 
ansatz 

(217'a(t») - dI2/(1)2,t) 

= (exp( -1)2/2a»)(ao(t) + a2 (t) 1)2/2), 

1) = ye, (2.4) 

and in the supplement L1)2 = O. This last result is very im­
portant, coming back to Lias = 0 it gives (see Appendix A) 
v( x,t) = const and 

I .. ~const exp( -1)2/2), 1) = y(t)e, e = v - (v). 
(2.2') 

B. Determination of y.<v). A. f •• from L1)2 = 0 

The study is done in Appendix A. Introducing Carte­
sian coordinates (lj ),j= 1, ... ,d, and components (v)j.Aojl 

Aj,xj, we find 
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(2.5) 

(2.6) 

Wij (t) being an antisymmetric tensor wlj + wJ; = 0, and 
(2.6) expressing L1)2 = 0 = 'I.'1J;~I' 

Substituting (2.5) into (2.6) we find that A(x,t), linear 
in the xJ spatial variables, corresponds to a conservative 
force, but can contain a nonconservative part if 
(d Idt)ywlj (t) #0. Some simple classes of solutions 
A, (v),r established in Appendix A are quoted in Table I( a). 
In the most simple (i) wlj = 0 case, if we further assume 
A = 0 (force without spatial dependence), then 
r = const t- 00 when t- 00, las -0 and we recover the 
asymptotic inhomogeneous Bobylev distribution4 for d = 3. 
In the following we discard this uninteresting solution. For 
the spatially dependent other classes (i) wlj = 0, A#O, (ii) 
rWIj = const, and (iii) (d Idt)ywlj #0, we find a:2Y 
= h (t) r and, depending upon the choices of h (t), we can 

either have oscillating r (oscillating/as ) or r-const (abso­
lute Maxwellians labs Max ) • If the forces are absent, 
Ao = A = o but (d Idt)ywlj(t) #0, we still find ford = 2,4 
(no solution ford = 3) thatrt_oo ~t leadingto/as-owhen 
t-oo. 

C. Exact solutions 

In the next section, we establish a generalization of the 
Nikolskii9 method when homogeneous source terms are 

TABLE II. d-dimensional BE. 

present. In this method, homogeneous solutions are ob­
tained in a first stage and associated inhomogeneous ones are 
deduced. Here we want to explain why the ansatz (2.4) leads 
naturally to an homogeneous formalism at an intermediate 
stage. We substitute (2.4) into the BE (2.3a) and take ad­
vantage of its dependence on two variables 1) (v,x,t) and t. In 
(2.3a) we can equate in both sides the coefficients of like 
11)1 2

p powers and solve the resulting equations for aO,a2'~' 
As a check of the results presented in this section we estab­
lish these relations in Appendix A. Here we use an equiva­
lent method, taking into account both pseudoconservation 
laws for P; = S1)Y d1), i = 0 and 2, and equating the coeffi­
cients of1)~ in both sides of (2.3a). 

We first remark that from their definitions, there exist 
relations between the Pt's and the coefficients a;'s,~ of (2.4) 
in such a way that we can rewrite the ansatz (2.4) as 

Po = a o + a2 d~/2, P2 = dao~ + a2 d(d + 2)~2/2, 
(217'~)dl9'( 1)2,t) 

= (exp( -1)2/2~» 

XPo[l + <P2Id'¥o-1)(1)2/2~-1)]. (2.4') 

Second, we use the results of the above subsections (II A and 
II B). We notice that L1)2 = 0 implies r- d Col(j) 
= Lj= at l(1),t), wherejmust be considered as a function 

of the two independent variables 1), and t and at operates 
only on the t variable and not on 1). Except for the r - d 

factor, this is a homogeneous BE for a distribution with ve­
locity 1). Consequently we have the conservation laws PI 

Homogeneous distribution (a~ + a(;»)F(1Ju,;) = CoI(F) = S d I f dOd o"(x)d1J .. [F('I\w' )F('I\u) - F(1Ju)F('I\ .. )], d> 1. 

F= (211'4) -d12r 'l'124 (ao + a2 i2

), No = f Fd'l\ = No(O)exp( - r a(;')d;') , 

Inhomogeneous distribution 1= (a, +" ·a. + Ao(t) ·a, + Al/= CoI(f), d>2. 

/(W,/)= e-
w

'12(l-",) v(t)Po(O)[I+~-rp-(~-d)], w=Cy~), c=,,-(,,), 
(211'K(1 - rp»)d/2 2 (1 - '1') I - 'I' 'IK 

J. = r
w

'12 Po(O)v(t), Po(t) = Po(O)v(t) = Sid", '1'(/) = exp( _ q~d) r' Po(t ')dl') , 
.. (21TK)d/2 1'" '1'(0) Jo 

o1d)= fS
in2

Xqld)(X)dOd , 1>0 if 0<'1'(0)«1 + ~rl, 
fdOd 

P2 =Po[y-2Kd + (,,)2] = S ,,2/d\' Po(O),rp(O),K constants '1\ = ye. 

(a) A = A(X,/) • a" v = I,y,(,,) and A given by 2"'1\2 = 0, 

(b) A = al(t)a, ." + a2(1), v = exp( - f (dal + a2)dl '), yand (,,) given by (2" - aid - a2)'1\2 = O. 
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FIG. 1. Plot oft" (Iel,t) against lei for r = 1 
+ r( sin t + A sin 3t) and either A = al (t)x.a. 

or al(t)w.; d = 3, r = 0.2, PoCO) = S, ~(O) 
= 0.4,K = 1, t = T1T: (a) A = 0.1, (b) A = 1.0, 
(e) A = l.S, (d) plot of the reducedF( lel,t) for 
A. = 0.1. 

d=3 
Flltl, tl = f(lcl,t)/filS(lCI. t) 

q=3 
h= 1.5 
f(T=O.21#filS 

o 4 

= Pi (0). Third, we substitute v = r-1'll + (v) into the true 
local energy and density IvY dv = Pi' i = 0 and 2, notice that 
the integration over d'll of odd'll powers gives zero, and find 

poet) = (r(t»)-dpo(O), PoCO) =Po(O) ifr(O) = 1, 

P2(t,X) =PO(0)(,02(0)/ypo(0) + (V)2). (2.7) 

Fourth, only a(t) remains unknown. In Btj 
= r- d Col(j) we equate the coefficients of'll! and find 

Bta = a2a2U1d)r-d,u1d) being a moment ofsin2 X~(X) de-
fined in Table II. From (2.4') we find 
a2 = <P2 - d¥o)lda2 and obtain a differential equation 
for a that is easily solved: 

Bta = u1d) Po(t)('o2(O)dpo(0) - a), 

aCt) =K(I-~(t)}, 

9' = 9'(o)exp( - uid
) f Po(t ')dl ') , 

9'(0) = 1 - a(O)K -1, K =Po(O)ldpo(O). (2.8) 

Finally, substituting (2.7) and (2.8) into (2.4') we obtain 
the explicit solution written down in Table I1(a), where we 
have defined a new variable w = 'qK -1/2 proportional to'll: 
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d=3 
q=3 
h=O.1 

T=O.4 

8 It I 

(217-K(1 - 9'»)dl:t(W,t) 

= (exp - w
2 

)po(O) 
2(1 - 9') 

X 1+ ---d [ 9' (W2 )] 
2(1-9') 1-9' . 

(2.4") 

In this paper we are interested in nonvanishing asymptotic 
local density and assume Po(t) > inft Po(t) is a finite con­
stant. It follows that 9' in (2.8) goes to zero when 1-00 and 
I-las, 
(21TK)dl:tas (w) =po(O)exp( - ",2/2), .jl{w = 'II = re, 

(2.2") 

and the results found forlas can be applied here. The discus­
sion is in fact not trivial and in Sec. IV we thoroughly study 
the relaxation towards asymptotic regimes. 

D. Oscillating Maxwelilans 

In (2.4"), (2.2'), or (2.2") we discuss the Gaussian 
term g(e2,t) = exp[ - (r(l)e)2/2] and recall [see Table 
I(a)] that, for A(x,t) :f0, the equation for ris of the type rtt 
= h (1) r( t). Clearly if r oscillates, g will oscillate too, let us 
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discuss periodic solution (the discussion is performed in Ap­
pendix A) and, for instance, 

y(t) = 1 + resin t + A sin qt) > 0, h (t) = Yttly, 
(2.9) 

with r,q,A. constants such that y> ° [we recall that the local 
density Po = Po(O)y- d > 0]. If A = 0, y(t) is periodic with 
period T = 21T and the Gaussian oscillates between two 
Maxwellians. If A ::;fO, q integer, we have competition 
between a circular function TI = 21T and a harmonic 
T2 = 21Tlq, the important point being that yisa linear super­
position of circular functions: (i) q = 2, IA I < 0.5, the Gaus­
sian oscillates between two Maxwellians and four for 
IA I> 0.5; (ii) q = 3, - i <A <~, we have two Maxwellians 
and four for either A < - ~ or A > ~ (except three for A = 1); 
and (iii) q = 4, IA I < 0.17, we find two Maxwellians, six for 
0.17 < IA I < 0.25, eight for IA I > 0.25 (except seven for 
IA I = 0.92). And so onforq = 5, .... Forq = Q -\Qinteger, 
we find an inverse situation when A is varying; for Q = 2, 
A = 0, we find two Maxwellians, four for IA I < 1/0.5 = 2 
(except three for Q = 1) and two for IA I = 2, .... For q irra­
tional, the Gaussian term is quasiperiodic with a countable 
set of extremal Maxwellians. 

These features are different from those of the presently 
extensively studied nonlinear systems. We do not observe 
the cascade of doubling periods, and so on, when the param­
eter is varying, but, for instance, for q integer, the appear­
ance of possible harmonics. Here, the asymptotic behaviors of 
the distributions being obtained with negligible collision 
terms (or the nonlinear part of the BE) are provided by the 
linear part of the BE. 

In Figs. 1 ( a) -1 ( c) we present the inhomogeneous re­
I 

the last restriction for Jo coming from y> ° and a I is a con­
stant. 

III. LINEAR VELOCITY-DEPENDENT FORCES AND 
UNIFORM SOURCES 

We still assume Maxwell particles and in Lf = Col (f) 
write down both the linear operator and its differential part 

L = at + V· ax + Ao(t}a. + al (t)a • • v + a2(t), 

L - da l - a2 = at + V' a. + (Ao(t) + a l (t)vja.. (3.1) 

A. Assumptions and their consequences 

We start with the same assumptions (2.2) as in Sec. II A 
and follow closely the lines of proofs. We first find y = y(t), 
(L - da l - a 2 )1)2 Iinearin the 71; [see (B3) in Appendix B] 
and for the family of ansatz (iii) in (2.2), Col(j) having 
only even 1) powers we must require n = 1. In Eq. (2.3) the 
vanishing of 1)4v • ax 6. still requires 6. (t), the equations for 
the 1)4 terms gives a2(t), the vanishing of the 1)71; and 71; 

terms leading attheend toaoCt) and (L - da l - a2)1)2 = 0. 
This last result is the only change from Sec. II; only the 
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laxation curvesf( lel,t) for d = 3, q = 3, A = 0.1,1,1.5. We 
observe first the preasymptotic regime and second the 
asymptotic one with oscillations between two, three, and 
four Maxwellians. In Fig. 1 ( d) for the reduced distribution 
F( lel,t) = f( lel,t)lf .. (Iel,t) we observe that the relaxation 
towards 1 is from below. 
E. Absolute Maxwelllans 

As said above, we exclude the trivial case A=O, where 
the force identical to Ao (t) is not spatially dependent and for 
which, in the inhomogeneous formalism, y = t~ 00, f~. 

When the force is really x dependent, as in the three possibili­
ties quoted in Table I(a) (i) CiJij = 0, A#O; (ii) YCiJij 
= const; and (iii) (d Idt)YCiJij::;fO satisfies Ytt = h(t)ywith 

h = a I (t). In potential scattering theory, this equation is the 
S wave SchrOdinger equation for potential h(t) and wave 
function at zero momentum y(t). The asymptotic y beha­
viors are either y~t or y~const. In order to find absolute 
Maxwellians, we look at y_y( 00) = const. Then the solu­
tion, called the Jost function, satisfies a Volterra integral 
equation 

y(t)=y(oo) + foo (t'-t)y(t')h(t')dt'. (2.10) 

This representation holds if the "potential" satisfies 

t 2 +£h(t) _O,E>O. Wewantalsoy(O) finiteora "regular 

potential at the origin," i.e., t 2h(t) _0. Further Po> ° re-
t-oO 

quires y> 0. For this whole class of potentials (here forces) 
exist h(t)-h( 00) andf~f..bs (c) Max written down in (1.3). 
There exist few cases for which the wave function (here y) is 
known in closed form. Let us choose such a possibility where 
y can be expressed in terms of Bessel functions: 

(2.11 ) 

I 
differential part of the L operator operates for the con-
straints on 1). Finally (2.4) is the only possible ansatz. 

B. f •• and (L - da1 - az)llz = 0 

The study is done in Appendix B and we find, for 
fas (1),t), 11 = y(t)e, e = v - (v), 

fas = const v(t)exp( -1)2/2), 

v = exp( - f (da l + a2)dt ') . 

(3.2) 

The different classes of (v), y, Ao, a l are obtained in Appen­
dix B. (Note that a2 does not come into the discussion, which 
is independent of the source term.) However, the force being 
spatially independent there exists a smaller number of possi­
bilities. Equation (2.5) for the mean velocity (v) is still val­
id. We find two classes that are quoted in Table I(b): (i) 
with the antisymmetric tensor CiJij = ° and Yt + alY = 1"0 
(1"0 being constant); and (ii) with CiJij ::;f0, (d Idt)CiJij ::;f0, 
and (at + Yty-I)a l + Yt,ly - LtJ~ = 0. Unfortunately 
this last class includes examples with d = 2,4, ... but not with 
the physical d = 3 dimensions. 

We restrict our study to the CiJij = 0, (i) class for which 
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y(t) = exp( - f a1 df') 

X(l +Po f exp(f' a1 df
W

) df') , 

a1 = (po - Yt )Iy. (3.3 ) 

For simplicity in the discussion of this subsection we assume 
here that 

Lf8JJ ~O, for f>O. 

Let us first assume a pure velocity force with a2 = 0 and 
v = exp( - S~ da 1 df '). In order to have nontrivial (#0 or 
# 00 )f8JJ when f-oo, both v and the Gaussian terms must 
remain nontrivial. For instance, if aine < v - lid 

= exp(f~ a1 df') <a.up ' a.up and ainf being finite positive 
constants, then v is nontrivial, but 

(1 + POfainf )a.-;,~ < y(t) < (1 + Pofasup )ai;;-/· 

Consequently for inhomogeneous (Po#O) solution 
lycl-oo andf-o· We have neither absolute nor oscillating 
Maxwellians. 

Second, we add the source term a2 in such a way that 
a1d+a2=0 or L=at +v·a" + (Ao+a1v) ·av ' Then 
the pure time factor v(t)=1 and only y(t) remains into the 
discussion of nontrivial fas. For instance, assuming 
a1 (f) = a1 (0) > 0, then y-const and fas 
-exp( - const c2), an absolute Maxwellian. We also can 
find oscillating Maxwellians. We can choose, for instance, 

a1 (t) = a1 + at 10g(Ao + Al sin f + A2 sin qf) 

or 

y(t) = 1 + resin f + A sin qf) > 0 

and deduce a1 from a1 = (Po - Yt )y-1. Note that for the 
other choices of the source term such that aid + a2 #0, if we 
factorize the pure time factor v(t) and define qu =fasv-t, 
then as above we can find absolute or oscillating Gaussians 
forg.,.. 

c. Exact solutions 

Instead of the direct substitution method used in Sec. II, 
we define a generalized Nikolskii9

•
10 transform method. Es­

sentially we begin by the determination of homogeneous so­
lutions and by transforms, we deduce inhomogeneous ones. 
We start with an associate homogeneous problem when a 
source term is present. We consider d-dimensional BE's for 
distributions F( 1),/fo ), 1) being the velocity, /fo the time and 
assume 1). +1)w =1).' +1)w" 11).12 + l1)wI 2 = 11).,1 2 

+ l1)w' 12: 

(a91 + a (/fo»)F(1).,/fo) = Col(F), 

Col(F) =Sd- I f dOd ad(X)d1)w(F(1).,)F(1)w') (3.4) 

- F( 1). )F( 1)w ) ). 

We determine the corresponding BKW solution. (See the 
first part of Table II.) Let us assume the ansatz solution 
(2.4),f-F, f-¢, 1)-1). We write both the particle, energy 
conservation law and the relations between the a2's and the 
macroscopic quantities for F (local density No> local energy 
N2 ). From the vanishing ofthe coefficients of1)4 in (3.3) we 
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obtain the last necessary relation, which is a dift"erential 
equation for Il.. We find for F( w,/fo) the solutions written 
down in Table II, w being proportional to 1) and /fo appearing 
only through the local density No(/fo) associated with the 
homogeneous distribution F. 

We come back to our inhomogeneous solutionf(v,x,f), 
which, from the assumptions (3.1), can be rewritten as 
1(1)(v,X,f),/fo(t»), (L - da 1 - a2)1)2 = 0 and satisfies the BE 

(/fot a 91 + a1 + da2)1= y-d Col(I). (3.4') 

Col(l) written down in (2.3a) is the same as (3.4) with 
I-F. If-;P/fot = 1, -;P(a 1 + da2) = a(/fo), or 

exp( - r a(/fo')d/fo') 

= exp( - f (da 1 + a2)df ') = v(t) 

we can identify both homogeneous and inhomogeneous for­
malisms leading to the solution f = I = F with 
w = y(t)cK -I. The mean velocity (v) and y(t) are those 
determined from (L - da 1 - a2)1)2 = o and quoted in Table 
I (b). However, it remains to express the macroscopic quan­
tities: local density and energy. For instance, 

Po = f fdv = y-dNo(/fo) =Po(O)vy-d, ify(O) = 1; 

P2 = f v'2jdv 

= y-d f (1)2y-2 + (v)2)jd'TJ 

= y-d(N2y-2 + (v)2No) =Po(K dy-2 + (V)2). 

The resulting solution f(w,t),w = K -1/21) is written 
down in Table II (b). 

As in Sec. II, assuming Po(t) larger than a finite con­
stant, then rp-o and for fixed w,J(w,t)-fas (w,f), which is 
(2.2") multiplied by a time factor v(t), 

(21TK)dl'2jas (w,t) = po(O)v(t)exp( - w2/2), 

w=K- I /2yc. (3.2') 

The previous results forfas can be applied, while a complete 
discussion of the relaxation offis performed in Sec. IV. 

D. Velocity force plus source term d81 + 82 = 0 or 
A = 81("V • a" 

Let us compare the solutionsf( c,f) of Tables I (a) ,II (a) 
and l(b),II(b) and choose the same y(t) either for spatial 
force or for velocity plus source term aid + a2 = O. In both 
cases, v = 1, Po =Po(O)v- d and f(c,f) are the same al­
though the forces a 1 = Ytt1y [Table I(a)] or 
a l = (Po - Yt )y- 1 [Table I(b)] as well as (v) areditrerent. 
Consequently, we can associate in both cases the same distri­
butions f( C,f) or reduced distributions F( c,f) = f( c,t) 1 
f.,. (c,t). 

As a first consequence, if we choose Y = 1 + r( sin f 
+ A sin qf) and deduced a 1 (t) from (3.3), then Fig. 1 repre­

sents also the oscillafing Maxwellians for this mixing of ve­
locity force plus source term. 

Second, we look at the absolute Maxwellians written 
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down in (1.3) obtained when y(t)-y( 00), a constant. A 
priori we could choose any functional y(O) > 0, y-const, 
and deduce the force ° I (t) = (flo - Yt ) y- I. Here also the 
samef(e,t)-labsMax can be associated either with spatial 
force or with spatial plus source term. For instance we can 
choose the Bessel functions y(t) of (2.11) and deduce the 
velocity force. In general the expressions for 01 (t) become 
complicated and for simplicity we choose a simple solution 
01 (t) = 01 = const > 0, 

y(t) =y(oo) +e- a1t (1-y(00),y(00»=Po/0I' 
(3.5) 

E. Pure velocity force (S2 = 0): Table I(b) and y In (3.3) 

In the homogeneous formalism, the above difficulty 
(Sec. III C), of both nontrivial y and v, does not occur: 
flo = 0,01 = YtY-I, Po(t) =Po(O), and v = yd. If Y oscil­
lates, then v oscillates too and if y( 00 ) = const, then 
v-const andf-a Maxwellian. If y oscillates (for instance, 
y=exp[-(sint+Asinqt)] or y=l+r(sint 
+ y sin qt»), we can define g = fv- I and oscillating beha­

viors occur for g. For instance, we find oscillations between 
two, three, four, ... Gaussians exp [ - (yc) 2/2]. For the true 
distribution f = gv, there exist more complicated oscilla­
tions because the extrema have supplementary lel,t values. 
All these features have been studied in the companion paper I 
for the d = 1 Kac model and they are practically unchanged 
here in higher dimensions (the main difference being that 
the Kac model distributions can have an odd velocity part). 

In the inhomogeneous flo =1= 0 formalism, the situation is 
different, the difficulty with both v,y nontrivial remaining. 
All the discussion can be done with y(t), which gives other 
quantities 

01 = (flo - Yt )y-l, 

vy- d = Po(t) = exp( - dflo r y-I dt') 
PoCO) Jo 

= [ 1 + flo f exp(f' 01 dt /I dt ') ] - d, 

(3.6) 

assuming y(t) > 0 (or < 0) in order to avoid problems in the 
integration of y-I. 

(i) For oscillating y, 0 < Yinf < Y < YsuP' Yinf and Ysup be­
ing finite; then f~ y- I dt 1_00 while the Gaussian 
exp[ - (ey)2/2] andg = fv- I have oscillating behaviors. If 
flo>O (or <0), we find Po and v-o (or 00 ),f-o (or 00), 

for lei fixed. These properties can be checked with 
y = 1 + resin t + A sin qt). 

(ii) For y-y( 00), a constant, we find 

flo f y-I dt'=tflo(y( 00 »)-1- ± 00. 

It follows thatiffloy(oo)-I >0 (or <O),poandv-oo (or 
0) andf-oo (or 0). We can check these results with the 
constant force 01 = 01 (0) for which floY( 00) -I = 01 (0) 
and y = y( 00) [1 - exp( - 01 (O)t)] + exp[ - 01 (O)t]. 
The breakdown of the inhomogeneous formalism may be 
due here to the lack of boundary condition, compensated in 
Sec. III D by the introduction of a particular source term. 
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(iii) y [see (3.3) ]-00 andpo( 00) [see (3.6)] exists if, 
for instance, either 01(t)=-01<0 or 0l(t) 
= - 01 (1 + t) -1,01> 1. Then we can give a meaning to 

the asymptotic singular time behavior off Let us rewritefas 
(Table II) as a local Maxwellian 

las = (21TT) -dI2po(t)exp[ - (v - (v(t»)2/2T], 

T(t) = Ky-2. (3.7) 

If T-o (or y-oo) when t-oo, then fas 
=poe 00 )8(v - (v(t = 00»). Notice that similar singular 
asymptotic behaviors are needed for strong shocks profiles, t 
being replaced by one of the x space components. 3 

IV. RELAXATION TOWARDS ASYMPTOTIC REGIMES 

If f ot Po(t ')dt'- + 00 [in particular ifinft Po(t) is fin­
ite] , then <p=0 when t becomes large and 
f( Iwl,t)=fas (Iwl,t) given by (2.2") or (3.2'). We define a 
reduced distribution F( I wi ,t) = f I fas' 

F(lwl,t) = (1_<p)-dI2[1 + <p (~-d)] 
2(1-<p) 1-<p 

X exp [ - ( <pw
2 

)w] = ycK - 112, (4.1) 
2(1- <p) 

and study its relaxation towards 1 for Iwl fixed and t going to 
infinity. We notice that while fas is a Gaussian exp( - w21 
2) multiplied eventually by a time factor v(t), this v term 
disappears in the ratio F. The study ofF( Iwl,t) is quitejusti­
fied if las is itself an asymptotic regime, like it is for oscillat­
ing Maxwellians. On the contrary when the equilibrium 
state is an absolute Maxwellian, then fas (Icl,t) relaxes 
towards labsMaJf. written down in (1.3) and it is more con­
venient to define another reduced distribution 

F( lel,t) = f( lel,t)1 labs Max (lei), 

F(lel,t) = (1_<p)-dI2 

X [1 + <p (ye)2 d)] 
2(1 - <p) K(1 - <p) 

xexp[~ (r(t) - r( 00 »)] . 
2K 1-<p 

A. Relaxation towards f •• (lwl,t) and study of F 

(4.2) 

First a previous argument,7 given for the homogeneous 
reduced BKW distributionF( Ivl,t) without external forces, 
can be applied for F( I w I ,t). We want to prove that F -< 1 if 
Iw1 2 > 2d + 6. Setting Iwl = d + 4 + Ii? we rewrite F as 

F( Iwl,t) = [ exp[ - (<p II - <p)(d 12 + 2)] ] 
(1 _ <p)dl2+ 2 

X[(l +<p2(~ + 1)+<P 1~12) 

X (exp( - 1 ~ <p 1~12))], <p>0. (4.3) 

The first bracket is always less than (or equal to) 1, and so is 
the second one for I uW > d + 2; whence the result that 
means that the relaxation towards fas is always from below. 

Second, we can investigate the large t (small <p), fixed 
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FIG. 2. Plot ofthereducedF( lel.t} against lei. given by (2.11 )for A = 0, (O)e- t x·a .. d = 3. v'K = y( 00). ~(O) = 0.4: (a) 0, (0) = - j. y( 00) = 1.442. 
PoCO) = 0.1; (b) the same as (a) butpo(O) = 10; (e) 0, (0) = - to. y( 00) = 1.065.po(0) = 0.1; and (d) the same as (e) butpo(O) = 10. 

Iwl behavior F.......,l + qJ atpF + (qJ 2/Z)a!2F around qJ = 0 
and find 

F-l~(qJ2/8)(4w2-2d- (w2_d)2)..;;0, 

w2 > d + 2 + ~2d + 4, (3.4') 

still showing that the relaxation is from below. If the local 
density poet) = PoCO) is conserved, the relaxation time is 
T(201 PO(O»)-l, Otherwise, in order to have an estimation, 
let us restrict either to spatial force or to velocity force plus 
source with dOl + 02 = 0, where Po = po(O)r- d, 

qJ=qJ(O)exp(-u1dl f o'podt'). Let us assume 
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0< rinf < r < rsup' then the relaxation time T is such that 
(rinf)d < 2 Tu1dl PoCO) < (r.up )d. 

B. Relaxation towards fabaMax(lcl) and study of F 

The results of Sec, IV A agree with those of the homo­
geneous BKW solutions (without force). The relaxation 
from below means that no Tjon 16 effect can occur, and this 
was a drawback of the known homogeneous similarity solu­
tions. On the contrary, when the effect exists there is at inter­
mediate times, a population of high-velocity particles larger 
than the one present at initial time or at equilibrium. Here, 
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FIG. 3. Plot of the reduced F( lel.t) against lei. given by (3.5) for A = at(O)v·a •• d = 3,,JK = y( (0), q>(0) = O.4,Ji-o = 1: (a) at (0) = 0.5, y( (0) = 2, 
Po(O) = 0.1; (b) the same as (a) butpo(O) = 10; (c) at (0) = 2, y( (0) = 0.5,po(0) = 2; and at (0) = 0.8, y( (0) = l.25,po(0) = 2. 

with the introduction of spatial forces (Sec. II) or velocity 
force plus source term [da 1 + a2 = 0 (Sec. III) ], we are able 
to construct inhomogeneous solutions relaxing towards 
labs Max and it is natural to see whether this drawback can 
disappear. 

Let us define r = (yly( 00»)2 - 1-0 when t-oo, recall 
that reO) = 1, and rewrite the Gaussian appearing in F, giv-
en by (4.2),as 2 -

G(lel,t) =exp(- [(ey(oo)) (Y+tp)]). (4.4) 
2K I-tp 
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Wehavetp>O, I-tp>O, tp-<l, Irl-o,butr+tpcan 
be either positive (G < I) or negative (G > 1). Introducing 
initial and asymptotic conditions on r + tp we find for G, the 
dominant par of F, four possibilities. 

(i) r + tp > 0, 'tit, G < 1, and the relaxation for lei 
large is always from below. 

(ii) r + tp > 0 at t = 0 becomes negative at large t. Then 
for large lei, G(t = 0) < 1 but G> 1 for large t. There exist 
intermediate times for which G(t) > G(O), G(t) > G( 00), 
and the effect can exist. 
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(iii) r + qJ < 0 at t = 0 becomes positive at large t. 
(iv) r+qJ<O, 'tit. 
These last two possibilities correspond to some antief­

fect because the large Icl populations become smaller at in­
termediate times than at t = O. In order to find the condi­
tions under which F---+ 1 ± (that we approximate by 
G---+l ± ), let us seek rough estimates of r + qJ at large t. 
From the definitions (Table II) of Po, qJ we find 
qJ~qJ(O)exp[ ~ po(O)(r( 00 »)-dt ]. If for large t, r>O, 
then G---+ 1 - while G---+ 1 + only if both r becomes negative 
and decreases less than qJ. In order to go on we consider 
explicit r(t) and if r < 0, we give a criterion for the asympto­
tic sign of r + qJ. 

First, for the spatial al (O)(exp( - alt)x . a. force we 
look at the Bessel solutions for 1', written down in (2.11) 
with h = al (O)exp( - alt), al being a constant. For the 10 
solutions, al (0) > 0, we find r = I~ - 1> 0 and a relaxation 
from below. For the Jo solutions, a l (0) <0, r = J~- 1, 
and r + qJ can be either positive or negative, and in the fol­
lowing we restrict to these more interesting solutions. For 
large t we find r~2a I (0) exp ( - a I I) < 0 decreases like an 
exponential. We can compare r with qJ and look at the sign of 
the sum r + qJ. When as for theJo solutions, r becomes nega­
tive, we define a criterion 

. al(r(ooW {Crit<I---+F (or G)---+I+, 
cnt = ---+. qid ) Po(O) cnt> I---+F (or G)---+I-, 

(4.5) 

which predicts whether the relaxation will be from above 
(Y + qJ---+ < 0) or from below (Y + qJ---+ > 0) and test in the 
three-dimensional case. The numerical calculations agree 
with this theoretical analysis. In Fig. 2 we choose al (0) < 0 
and so the Bessel solutions for r. In Figs. 2(c) and 2(d) 
y(O) + qJ(O) <0 but crit#30 and 0.3; in Figs. 2(c) and 
2(d), y(O) + qJ(O) >0 but crit# 12 and 0.12. In Fig. 2(d) 
we observe for t> 1 a population of high I c I particles larger 
than at t = 0 and t = 00. 

Second, for the velocity force plus source term a I v • a., 
a I > 0 being a constant, we look at the l' solutions written 
down in (3.5). We find both that y(O) = 1'( 00) -2 - 1 and 
for large t,y~2e - a,t (1'( 00 ) -I - 1) becomes negative (posi­
tive) for 1'( 00) > 1 ( < 1). We define the same criterion as in 
(4.5) predicting the same results. For the numerical calcula­
tions, in Figs. 3(a) and 3(b) we have yeO) + qJ(O) <0, 
1'( 00) = 2, but crit#40 and 0.4. In Fig. 3(c), 1'( 00) = 0.5 
predicts a relaxation from below (independently of the value 
ofcrit),whileinFig.3(d),Y(0) +qJ(O»O,r(oo) = 1.25, 
and crit#0.78. In Fig. 3(d), at intermediate times, we still 
observe the excess of high I c I particles. 

At the end we notice that the microscopic interaction 
qed) (X) is present in the criterion through the presence of a 
moment of the cross section and the initial distribution 
throughpo(O), the local density at t = o. 

V. CONCLUSION 

The introduction of external forces gives the possibility 
of obtaining exact inhomogeneous solutions with absolute 
Maxwellians as equilibrium states. Furthermore, we find a 
rich variety of different relaxations towards equilibrium, for 
instance, large high-velocity populations at intermediate 
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times. The relaxations does not depend only on the initial 
conditions but also on microscopic model of interaction and 
of course on the force. If we compare with the previously 
known homogeneous and inhomogeneous BKW solutions 
many of these properties are new for (d> l)-dimensional 
models although they were observed with the d = 1 Kac 
model solutions. 13,14 

Concerning the oscillating Maxwel/ians, the results ob­
tained in the companion paperl for the homogeneous Kac 
model d = 1, confirm those presented here for the homogen­
eous and inhomogeneous d> 1 models that preserve mo­
mentum conservations. These oscillating solutions, first ob­
tained by Boltzmann from the linear part of the BE's exist 
also in the complete nonlinear BE. They constitute a new 
class of distributions, not explored in the usual study of the 
BE. 

At the end we think it worthwhile to summarize the 
different stages of the results resulting from the following 
twofold original assumptions: (i) the distribution/(v,x,t) 
depends on v through a variable 11 = r(v - vol (r,vo un­
known) and it is the product ofa Gaussian in 11 by an even 11 
polynomial with x,t dependent coefficients; and (li) asymp­
totically / reduces to a Gaussian in 11 (with x,t dependent 
coefficients), which means that the collision term vanishes 
and/becomes a solution of the linear part of the BE. We 
deduce successively that ris x independent, Vo = (v), the 
polynomial is of the first order, all the coefficients are only t 
dependent, and 112 is solution of the differential part of the 
linear operator of the BE. Consequently x appears only 
through (v) and/ /(11,1) can be seen as a homogeneous 
distribution with velocity 11. Then we can either directly 
solve the "homogeneous relations" or use the Nikolskii9 ap­
proach. Can we enlarge the class of exact solutions by weak­
ening these assumptions? 

Note added in proof In this paper, for Maxwell mole­
cules, the homogeneous distributions associated with the in­
homogeneous ones are always BKW (or generalized) distri­
butions. In a recent work 17 we study both other classes of 
associated distributions and other intermolecular potentials. 

APPENDIX A 

1. Equations for LI .. = 0, d>2 and L = at + V· a,. 
+ (Ao(t) + A(x,t) • a" 

We define 

/ .. = v(x,t)exp( - 112/2), 

11 = r(t) (v - (v», 

(v) depends upon x,t, and we introduce the d components 
Ao;. A;. (v) i' v;. Xi' "Ii' Now L/u = 0 gives 

(at + v ·ax )log v = L112/2. (Al) 

The rhs contains powers viv" v;, but not the lhs. Equating to 
zero the coefficients of like powers, we find 

ax/(v)/ =at log 1', ax/(v)J +aX/V)i =0, (A2) 

or, with the introduction of an antisymmetric tensor li.Iq (t): 
li.Iq +li.IJI =O,li.Ii/ =0, 

(v) I = a l (t) + XI at log l' + ~ li.IlI (t)x l • (A2') 
ttl 
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For d = 3 we have 

(v) = a + x at log Y + CJ) A x, CJ) = (W32,W13,W21)' 

In L1}2 remains only Vi powers (or TJ i ) and const., taking into 
account (A2') 
y-IL1}2 

2 = LTJi;i (x,t), 

;i =Ai +AOi - (at +Yty-I)(V)i - L(vj)Wij' (A3) 
j 

In (AI) the coefficients of TJI and const give finally 

y-2 ax, log v =;;. (at + (v) • ax )log v = O. (AI') 

2. L 1)2 = 0 or ~, = 0 In (A3) 

First, from (A 1') we find for las that v = const; second, 
we determine the compatible Y, (v), and A. From (A3) we 
find 

d a A· -a A. =2--2_ (_-2w .. ) 
XJ I Xi J r dt r IJ 

or 

Ai = -ax.rP(x,t) + ~ XIy-2~Wi/r, , '7- dt 
showing that A(x,t) is the sum of a conservative force and a 
nonconservative one if (d /dt)wijr=/:-O. Writing Ai = Xi 
A pl(t) +A?l (xl, ... ,xj, ... ,j=/:-i),from (A2/) and (A3), we 
find 

(A4a) 

A (I) ~ 2 -I ( ) i + ~Wij =YttY =al t, (A4b) 
j 

A ~2l = ~Xj (~ wij + ~Wi/Wli + 2yty - 1Wij)' (A4c) 

We restrict our study to particular classes of solutions (A4). 
If A(x,t) = 0, wij = 0, then wij = Ytt = 0, (v) 
= a + const x (Y = t in the inhomogeneous case) and ay 
= a(O) + f~Ao(t ')y(t ')dt'. We look for spatial forces 
A(x,t) =/:-0 and seek the spatial dependence of (v) given by 
(A4b) and (A4c). We remark that a and Ao(t) appear only 
in (A 4a). For simplicity in the discussion we determine both 
wij and Y from (A4b) and (A4c) while we consider a as 
arbitrary and (A4a) is the equation that defines Ao(t). 

(i) Forwij = 0, thecaseA(x,t) = Oasbeseenabove; for 
A =/:-0 we find A = a l (t)x, Ytt = a l (t)y and (v) = x at log Y 
+ a(t). 

(ii) rWij = const or (iii) rWij (t), from arbitrary a(t) 
[ Y being solution of the rhs of (A 4b )] and W ij' then (A 4b ) 
and (A4c) determine the components of A ?lA?l of the 
spatial dependence of the force. 

We consider the case without force Ao = A = 0, but 
now with wij =/:-0. In (A4a) either we choose a = 0 or the 
equation determines a from known AOi ' 

From (A4b) and (A4c) we find 
~ Wi/wlj = 0, i=/:-j, ~ w~ = w2(r) independent ofi, 

(A5) 

wij = wij(0)y- 2, Ytt = y-3W2(0), Y = ~W2(0)t2 + 1. 
(A6) 

For d = 2, (A5) is an identity, for d = 3 the two relations 
(A5) are incompatible while for d = 4 they are satisfied for 
W23 = qJW 14, W23 = - qJW 13, W34 = qJW12, qJ 2 = 1. Relations 
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(A6) give Y=~A(t+tO)2+W2(0)A 1, we choose the 
constants to = 0 and A = w(O) such that y(O) = 1. 

We come back to the determination of a from Ao, wij' y, 
in (A4a). This problem becomes cumbersome in the general 
d-case. The linear first-order system for the d functions a i 

gives a differential equation of order d for ai' For the most 
simple d = 2 case, it is, writing D = at + at (log y), 

(D 2 + wi2 - (at log w12 )D )a; 

= DAo; + wj; AOj - Ao;at log W12 ), i = 1,2, 

with r(ai + a~) = const, if AOj = 0, while it is a compli­
cated third-order differential equation for d = 3. Of course, 
when wij=O, the equations decouple and 

ya=a(O)+ fAo(t')Y(t')dt', y(O)=1. (A7) 

3. Direct solution of a,l = l' - d Col j 

We start with the ansatz 

(2m~)d/1 = (exp( -1}212a»)(ao + (1)2/2)a2) 

substitute in both sides of the BE and find 

(21Ta)d/2e1J
2/2b. { [a - ~ a ~ O.t 2 0 a 

1)2 ( at da2 at) 
+2" a 2t +a°t;!--2-T 

+ 1)4 a ~ _ [Y - dq (dla 2 (1)4 
4 2 a2 2 2 4 

_ ~2 (d+2)a+d(d+2) ~Z)]} =0. (A8) 

Equating the coefficients of like powers of 1)2P we get 

[1}4/4] : at - aZy-dqidlaz = 0, 

o d at d(d + 2) 
[1) ] :ao.t -2"aOT- a 2a t 4 =0, (A9) 

[ 
2 ] at at (d + 4) 

1) /2 :a2t + aOt t;! + a 2 T 2 = O. 

By linear combinations of the two last relations we get 

[~2]a(~ + 1) + a[1}°] 

= at (aoa + (d + ~)a2aZ) = 0 

and 

[1}0] + ~ a[~Z] =at(ao + ~ aaZ) , 

which express the properties that f1}'i d1} = const, i = 0 and 
2. The [1}4/4] and these two pseudoconservation laws for J 
were the three relations used in Sec. II C for the determina­
tion of the exact solution. 

4. Extrema of x = sin t + A sin qt, A and q rea Is, q> 0 

The number of extrema with different X values gives the 
number of different Maxwellians. For Ii. = 0, we only have 
two extrema for tE[2N1T, (2N + 2)1T], a countable set for 
tE [0,00 ], but only two of them are different. By continuity 
the number of extrema, for t on a fixed interval, does not 
change for Iii. I sufficiently small while the number of differ-
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ent extrema can abruptly change. If A is varying and we look 
continuously at the deformation of the curve x (t) such that 
new extrema can appear or disappear we note that necessar­
ily at least x = x = 0, 

x = x = o-sin2 t = ti(I -A 2ti)(q2 - I)-le[O.I], 

or necessarily q - 2 < IA I <q - I if q > 1 (and the converse ine­
quality if q < 1). Consequently if q> 1 and IA I < q-2 or 
IA I > q-I, X on a finite interval has the same number of ex­
trema (and the converse result if q < 1 ). Of course this result 
does not hold for the number of different extrema, which can 
change suddenly. 

Let us illustrate with a few examples for q integer > 1 for 
which it is sufficient to take te [0,217]. We remark that for q 
even, cos qt is an even cos t polynomial; x = ° or A -I cos t 
+ q cos qt = ° gives the invariance (cos t,..t) 
~( - cos t, - A). Consequently for q even it is sufficient to 
study A >0. 

(i) For q = 2, for IA I <0.5, x has two extrema, four for 
IA I >0.5. All are different. ForA = 0.5 ( - 0.5) att = 17 (0) 
we find x =X =O,x#O. 

(ii) For q = 3, for -! <A <~, x has two extrema and 
six for x outside this interval, however, only four have differ­
ent x values, except three for A = 1. For A = -! § at t = 17 
(17/2) wefindx=x=O,x#O (=O),x=O (#0). 

(iii) For q = 4, for IA I <0.17, x has two different ex­
trema. For A#O.I7, 1#0.2717, x =x = 0, X#O and for 
0.17 < IA 1< 1/4 we have six extrema that are different. For 
A = !, t = 17, X = X = 0, x;60 and for IA I >! we have eight 
different extrema except for A#O.92 with only seven. 

Let us choose now q = Q -I < 1, Q integer> 1, x(t) is 
periodic with period 217Q. For te[0,217Q] and A = 0, x has 
2Q maxima but only two of them are different. Even if A is 
very small and no new extrema appear, the number of differ­
ent maxima will change suddenly when A ;60. The results 
can be understood from the previous one if we write xl 
A = sin r + A - I sin rQ with r = tQ -I. Here A around ° is 
equivalent to A around infinity above. 

(i) For Q = 2 and te[0,417], for A = 0, x has four ex­
trema but only two are different. For IA I < 2, x has four ex­
trema that are different and only two for IA I > 2. 

(ii) For Q = 3 and te[0,617], for A = 0, x has six ex­
trema and two different; for ° < A < 9, x has six extrema and 
four different except three for A = 1; for A > 9, x has two 
extrema and they are different, and so on. It is an easy exer­
cise to study other rational q values. What about q not ration­
al? 

We want to show that the extrema of x belong to a 
countable set of values. From x = 0, we can either rewrite 
sin t or sin qt, substitute into x and note that the extrema of x 
can be rewritten as either XI or x 2 : 

XI = sin t + 111..)1 - cos2 t Iq2A 2, 

x 2 = A sin qt + 112..)1 - q2A 2 cos2 qt, 11~ = 1, 

where XI is periodic with period TI = 217 and X2 with 
T2 = 217lq. The extrema ofx belong to X {\X2. Let us consid­
er an interval Ie [2N17,2(N + 1)17], N = 0,1,.... For 
te[2N17,(2N + 1)17], sin 1>0 and 112 = + 1, for 
le[(2N+ 1)17, 2(N+ 1)17], sin/<O and 112= -. From 
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analyticity around the 1 axis, XI and x2 cannot be identical 
and x {\X2 has a finite number of common values for t belong­
ing to an interval with N fixed. For te [0, a: ] it follows that 
they have a countable set of common values that include the 
extrema of x. 

APPENDIXB 

1. Equations for LF .. = 0, d> 2, 
L = at + v.~ + Ao(1) . ~ + B1(1)~ . V + BI(I) 

We define the same/as in Appendix A, LF.,. (",2,t) = ° 
leading to 

(at + v-Bx + 0 1 + 02d) v = (L - °1 d - O2),,,2/2, 

'" = r(v - (v», v = v(x,t), (Bl) 

and we follow a study similar to Appendix A. At the rhs the 
powers rVi lead to r = r(t) while V~, Vi Vj give the relations 
(A2) and (A2') exceptthatweaddol tort r- I

: 

(V)i =ai(t) +Xi(OI +rt r- I
) + '} Wi/(t)x/, (B2) 

tti 
wI} still being an antisymmetric tensor. In (L - 01 d - O2),,,2 

still remains only l1i terms, we find (A3) except that A and 
AI are absent: 

r-I(L - dOl - O2),,,2 - "" ,. ( t) 
~--'-----=------- - ~ 111 ~j X, , 

2 (B3) 

:1 =Aol - (at + ~) (v)/ - ~ (v)j wij' 

Finally (B 1) is rewritten as 

r-2 ax, log v =:0 (at + (v)·ax + 01 d + 02) v = 0. 

(Bl') 

2. (L - dB1 - BI)1)1 = 0 or " = 0 In (B3) 

First from (Bl ')':i = 0, we find 

v= v(to)exp( - E(dOI(t') +02(t1»)dtJ 

second we determine the compatible r, (v), and 0l(t). We 
substitute :i = ° into (B2) and the coefficients of like Xi 
powers are zero: 

(at + rt r-I)ol + rtt r- I + L w~ = 0, (B4b) 
j 

° = + Wi/ WIj' (at ~ 01 + 2r,lr) WI} = 0, j;6i. 

(B4c) 

Two cases occur, depending whether the tensor is zero or 
not. 

(i) For wI} = 0, we find (v) = a + Ito r- I x and rt 
+01 r=lto (constant), (Ot +rt r-1)a=Ao. which are 

easily integrated. 
(ii) For wlj ;60, from (B4b) and (B4c) we determine 

both wlj' r; for simplicity we choose either Ao(t) = a(t) 
= ° or a, (t) arbitrary and look at (B4a) as the equations 

givingAOI(t). From (B4b) and (B4c) we find 
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~ W/lWlj = 0, i::j:j, t w~ = W
2

, i independent, 

wlj = wlj (O)exp ( - [ 01 dt') r- 2
, (BS) 

at(rol) + rn - r- 3w2 (0)exp ( - 2 [01 dt') = O. 

For d = 2, the two first relations are automatically satisfied, 
they are incompatible for d = 3 while they are satisfied for 
d = 4 if W23 = f/XlJ14' W24 = - f/XlJ13' W34 = fPW12' fP 2 = 1. 
Finally the last relation is a nonlinear differential equation 
for r that depends on the function ° 1 (t). 
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Theorems pertaining to Fokker-Planck statistical equilibrium for 
multidimensional stochastic systems 
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It is shown that a Fokker-Planck equationap fat = - l:7= la [Q,(q)P ]/aqj + !l:ZJ= IUij 
xa 2p /aq, aqJ with n;>3 may admit an asymptotic steady-state solution P _ P eq (q) that is 

independent of t only if the necessary condition min{2 (1 - 2/n) [f (Q • u- I • Q) 11/2 d" q] 21" , 

[f 0 IS 111/2 d"q]2I"} > 2 - I + 2/"11"1 + II" [r(n + 1 )/2)] - 2/" n2[ det(uij)] II" is satisfied, where 

S = S( q) ==l:~ = I aQ, (q)/ aq, and the second integral is over the q-space region fi=={q E R" such 
that Seq) <O}. In addition, it is demonstrated that the probability distribution P = P(q,t) is 
localized in q-space as t-oo if S is bounded from above by a negative constant. 

I. INTRODUCTION 

The Fokker-Planck equation is often employed to de­
scribe the time evolution of nonequilibrium systems in phys­
ics, chemistry, biology, and the engineering sciences. I Many 
nonequilibrium and steady-state equilibrium phenomena in 
classical statistical mechanics are amenable to quantitative 
description via modeling with the Fokker-Planck equation. 
Such phenomena include those involving Brownian mo­
tion,2 chemical reactions,3 and laser beam interactions.4 

Consider a generic system of essentially coupled nonlin­
ear Langevin equations 

dq. 
-' =Qj(q)+ri(t), i=I, ... ,n, (1) 
dt 

where the Q; (q) are continuous, smoothly differentiable 
functions of the Cartesian rectilinear coordinates 
q = (ql (t), ... ,q" (t») and the r; (t) are Gaussian stochastic 
variables with zero mean values and c5-function covariances: 

(r;(t» =0, (r;(t')rJ(tN» =uijc5(t' _tN), 

(u ij ) = (Uj ; ) = (constant positive-definite array). 

(2) 

As observed many years ago, the probability density 
P = P( q,t) for the q; 's at time t is governed by the associated 
Fokker-Planck equationS 

ap "a 1" a 2p - = - 2: - [Q,(q)P] + - 2: uij--' 
at ;= I aq; 2 '.J= I aq; aqJ 

(3) 

A solution to Eq. (3) is required to be non-negative and 
normalizable in R" [i.e., P must be a function in the space 
L 1+ (R,,)] for interpretation as a probability density: 
O<;.P(q,t), SP(q,t)d"q = 1. Statistical equilibrium may ob­
tain asymptotically with increasing t if the steady-state form 
of (3) 

" a 1" a2p .2: -<[Q,(q)Peq] = - 2: uij -eq- (4) 
,= I aqj 2 1.1= I aql aq1 

admits a non-negative solution P eq = P eq (q) that is norma­
lizable in R" . From the general theory for linear elliptic par­
tial differential equations with variable coefficients,6 it fol-

lows that the existence of a non-negative normalizable P eq 

hinges on the specific form and constant parameter values in 
the functions Q/ (q) in ( 4).7 For example, consider the linear 
expressions 

(5) 

in which k and al, ... ,a" are constant parameters. Subject to 
the (Green's function) initial condition 

" P(q,O) = II c5(q; - q;>, 
1=1 

q;=const, for i = 1, ... ,n, (6) 

the solution to (3) with (5) is obtainable as a straightfor­
ward extension of the one-dimensional case.8 One finds 

P(q,t) = [k i1ru(e2kt - 1) ]"/2 

xexp[ - k(e2kt - l)-IS' u- I 'S]' (7) 

where 

0"==[ det(uij)] 1/", 

S/==q; - a, - (q; - a, )ekt, 

" 

(8) 

(9) 

2: (u- l )iju1/=c5/1, (10) 
j=1 

and the dots in S . u- I 
• S denote n-tuple index contraction. 

Depending critically on the sign of k in (5) or equivalently 
on the sign of 

S=S(q) = i aQ/(q) , (11) 
;=1 aq; 

the solution (7) is such that 

lim [max P(q,t)] = 0, for S = nk;>O, 
t_ 00 q 

lim P(q,t) 
t ..... 00 

= Peq (q) 

= (Ik l/1ru),,/2exp[ - Ik I (q - a) . u- I • (q - a)], 

forS=nk<O, (12) 

and hence steady-state equilibrium is attained for large t if 
andonlyifS <0. That the magnitudes IQI (q) I must be suffi-
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ciently large and S defined by ( 11 ) must be sufficiently nega­
tive for existence of a non-negative normalizable P cq satisfy­
ing (4) is shown for general Qi (q) and n>3 by the theorem 
proved in the following section. 

II. NECESSARY CONDITION FOR EXISTENCE OF A 
STEADY-STATE SOLUTION 

Theorem 1: A necessary condition for existence of a 
non-negative normalizable solution to the steady-state 
Fokker-Planck equation (4) is9 

min {(1 - 2n-I)2 [f (Q. q-I. Q)"/2 d "q f/" , 

+(1-2n- l
) [L IS 1"/2 d "qr"} >c"a, (13) 

where the first integral is over all R", the second integral is 
over n={q E R" such thatS(q) <O}, and the constants C,,' 
a are defined by (A2) and (8). 

Proof: Multiplication of (4) by P e-; 2/" and integration 
by parts over Rn yields 

2 f P~2/"(Q.a:;)dnq=j, (14) 

where the integral j on the right side is defined and bounded 
from below by the Appendix relation (A7). By expressing 
Q. apcqlaq = Q. q-1/2. q1/2. ap cqlaq and applying the 
Schwarz inequality to the left side of ( 14), one obtains 

f P ~ 2/n ( Q . a:; ) d nq 

< [f (Q. q-I. Q)P~-2/" d "qr2j1/2 

< [f (Q.q-I.Q)"/2d "qr"jl12, (15) 

in which use is made of the Appendix definition (A 7) and 
inequality (A8) with F = - Q. q-I . Q, A = R". Hence, 
by combining (15) and (14), dividing both sides of the re­
sulting inequality by j 112, and employing the inequality 
(A 7), one finds the first part of (13), viz. 

On the other hand, by performing an additional integration 
by parts on the left side of (14), introducing the definition 
(11), and making use of (A8), one gets 

f P ~ 2/" ( Q. a:;9) d "q 

= - (1- 2n- I )-1 f Sp~-2/"d nq 

<(1 - 2n- l ) -I (In IS Inl2 d nq yin, (17) 

and therefore the second part of ( 13), 

[L IS 1"/2 d nq rn > 2n(n - 2) -Ic"a, (18) 

follows by combining (14), (17), and (A 7). • 
Remark 1: In the case of the linear expressions (5), the 
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integral on the left side of (16) is divergent for k #0, and 
therefore (13) reduces to the necessary condition (18). The 
latter inequality is satisfied a fortiori for S = nk < 0 but it is 
not satisfied for S>O (with n the null set); thus condition 
( 13) or (18) is actually necessary and sufficient for steady­
state statistical equilibrium in the case of (5). 

Remark 2: Although general as a necessary condition, 
in no sense is (13) sufficient to guarantee a non-negative 
normalizable solution to ( 4) for arbitrarily prescribed 
Qi (q). As an example, consider Qi (q) = kaqi 
X (a2 + Iql2n ) -112, with k and a constant parameters; al­
though ( 13) is satisfied if k is negative and the dimensionless 
grouping (Ik la21n a-I) is sufficiently large, it is easily 
shown by asymptotic analysis for large Iql that (4) does not 
possess an admissible solution Pcq (q) for such Qi (q). It is 
noteworthy that Theorem 2 below does not apply to this set 
of Qi (q), since the associated quantity (11), 
Seq) = kna3(a2 + Iq12" ) -312, tends to zero as Iql- co. 

In order to satisfy the necessary condition (13) for 
steady-state statistical equilibrium, the Qi (q) must be such 
that both integrals in (13) are sufficiently large in magni­
tude. From (A2) it follows that the prefactor constant on 
the right side of ( 13) has the values 

C3 = 5.4779, Cs = 14.8119, 

c4 = 10.2604, C6 = 19.2595, 
(19) 

while the asymptotic Stirling formula for the gamma func­
tion implies that 

C" > 4.2699(n - 2), for all n>3, 

lim (cnln) = 4.2699. (20) 
n~ 00 

In view of (20), the condition (13) is likely to be more strin­
gent for large n. If ( 13) is not satisfied by Qi (q) in (3) and 
( 4), then time-independent statistical equilibrium is unat­
tainable for the stochastic dynamical system. 

III. SUBSIDIARY RESULTS 

Further general insight regarding the time evolution 
prescribed by (3) is achieved by considering the functional 

Y = Y(t)= f p2 d nq. (21) 

The existence of (21 ) as a finite quantity for all t > 0 is usual­
ly guaranteed by the dynamical equation that follows from 
(21) and (3), 

(22) 

where integration by parts has been performed and the quan­
tities defined by (11) and (A3) appear. For example, if 
S = Seq) isboundedfrom below by a negative constant - b, 

S(q»-b, for all q, (23) 

then (22), (23), and (A6) imply the differential inequality 

dY (b <iT - <iT1 + 2/n) --< .T -Cnq.T , 
dt 

(24) 

which yields the integral upper bound 
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Y(t), [(YeO) -2In - b -ICnO')e-2btln + b -lcnO' ] -n/2, 

(25) 

for all 1>0. Hence, if Y (0) is finite [i.e., P(q,O) is contained 
in the function spaceL 2(Rn )uL 1+ (R n )], (3) and (23) im­
ply that Y (I) is finite and bounded according to (25) for all 
t>O [i.e., P(q,t) is contained in L 2(Rn )uL 1+ (Rn )]. Both 
Yand Y defined by (21) and (A3) approach finite positive 
constant values with increasing t if the solution to (3) tends 
to a steady-state equilibrium, P--+P eq (q). In particular for 
the solution (7), the induced time dependence of Y and Y 
for large t is shown by explicit evaluation of the integrals 
(21) and (A3), 

for k>O, 

for k = 0, 

for k <0; 

(26) 

..:.- (41riit) - nl2(nI2t), for k = 0, (27) 

{

(kI21Tu)n/2kne (n+2)kt, for k>O, 

Y - (Ik 1/21TO')nl2nlk 1[1 + (!n + 1)e-2Iklt], 

for k<O, 

with Y and [§ approaching finite positive values only if 
k<O. 

A measure of the q-space extension or breadth of a gen­
eral probability distribution P(q,t) is given the quantity 

A =A(t)=(O'YIY)I/2. (28) 

In the case of the solution (7) the characteristic q-space ex­
tension (28) has the asymptotic forms for large t indicated 
by (26) and (27), viz. 

for k>O, 

fork=O, 

fork<O. 

(29) 

By definition, a probability distribution P(q,t) is "localized 
in q-space for large t " if A defined by (28) is bounded from 
above by a finite positive constant as t tends to infinity: 
lim _ A (t) < 00. Clearly, localization in q-space for large t 
is ~~sary (but not sufficient) for steady-state statistical 
equilibrium. Conversely, if the quantity (28) increases with­
out bound as t increases, a steady-state equilibrium is pre­
cluded. Thus, for example, in the case of the linear expres­
sions (5) the associated P are localized for large t if and only 
if S = nk is negative, as shown by (29). More generally for 
arbitrary Qj (q) one has the following theorem. 

Theorem 2: A non-negative normalizable solution to the 
Fokker-Planck equation (3) is localized in q-space for large 
t [in the sense that limt _ oo A(t) < 00] if S is bounded/rom 
above by a negative constant: 

Seq), -a, for all q. (30) 

Proof: In cases for which the Qj (q) and definition (11 ) 
admit a bound of the form (30), the dynamical equation 
(22) yields the differential inequality 
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(31) 

where Y has been eliminated by employing the definition 
(28). The integral of (31), 

Y(t»Y(O)exp (at - 0' f A(t ')-2 dt') (32) 

can be combined with the ineqUality derived from (28) and 
(A6), 

A(t)-2>CnY(t)2I", (33) 

to produce 

A(t) -2 >cnY (O)2In 

Xexp [2n- 1 (at - 0' f A(t') -2 dt ')] . (34) 

By observing that (34) is expressed equivalently as 

~ nO'- 1 ~ [exP(2n- 1u f,Ht')-2 dt ')] 

> Cn Y (0)2Ine2atl", 

with the integral 

2n- 1O' f A(t')-2 dt ' 

>In [1 + cnO'Y(0)2/"a-l(e2atln - 1)] , 

one obtains the asymptotic bound 

lim [~tA(t')-2dt'] > (alO'), 
I_co t Jo 

which obviously requires 

IV. CONCLUDING REMARKS 

(35) 

(36) 

(37) 

(38) 

Limiting the characteristic q-space extension of a gen­
eral probability distribution P(q,t) for large t if (30) is satis­
fied, the constant bound on the right side of (38) is conso­
nant with the steady-state equilibrium form shown in (12), 
an example with a = nlk I. More generally, since the Qj (q) 
in (3) may foster limit-cycle or other essentially time-depen­
dent changes in P(q,t) for arbitrarily large values of t, it is 
clear that sufficient conditions on the Qj (q) for attainment 
of steady-state equilibrium must involve more than just the 
quantity (11). Nevertheless, Theorem 2 shows that a nega­
tive constant upper bound on S of the form (30) is sufficient 
to guarantee a P(q,t) that is localized in q-space for large t 
and thus a candidate for steady-state eqUilibrium. With 
broad applicability to stochastic dynamical phenomena in 
physics, chemistry, and biology, the theorems reported here 
demonstrate that basic properties of the Qj (q) and the asso­
ciated quantity (11) act to either preclude or promote the 
attainment of steady-state statistical equilibrium for 
Fokker-Planck stochastic systems with three or more qj's. 

APPENDIX: LOWER BOUND ON THE INTEGRAL I 

Consider the Sobolev inequalitylO 

.± f ( a/)2 d "x>cn [f lfl 2n/(n 2) d"x rn 2)ln 

.=1 ax, 
(AI) 
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c,,==2 -2+21"17'1 + 1/"(n2 _ 2n) [r (n; 1)] -2/", 

(A2) 

valid for all n>3 withl = I(x) any real continuous function 
of x = (xl, ... ,x" ) such that its first derivatives allax j are at 
least piecewise continuous and the integral over Rn on the 
right side of (A 1) is a finite quantity. By putting I = P( q ) 
withqj=:IZ= I (qI/2)ikXk in (AI) and defining (qI/2)ik asa 
real symmetric array that satisfies 

n 
~ ( 1/2) ( 1/2) k q ik q jk = qij' 

k=1 

one obtains 

[J = [J(t)= i qij I ap ap dnq 
i,}= I aqj aqj 

>c"u [I p 2nl(n-2) dnq r"-2)1", (A3) 

where u = (det q ij ) 1/" is the geometric mean of the eigen­
values of the positive-definite dispersion matrix (q ij ). Strict 
inequality is indicated in (A3) because the special case of 
equality in (AI) is ruled oueo for P in the function space 
L ~ (Rn). In view of the Holder inequality 

(f )4/(" + 2) (I )(n - 2)/(" + 2) 
<:; Pdnq p 2n/(,,-2) d"q 

and the normalization condition 

I Pdnq= 1, 

(A3) implies that 

(A4) 

(AS) 

[J>C"U,'YI+2In• (A6) 

Also observe that by putting 1= P ~ - 2)/2" in (AI) and 
making use of (AS), one obtains 

1= ~ Ip - (I +2In) aPeq aPeg d n 
- k qij eq q 

i,j= I aqi aqj 

> 4n2(n - 2) -2CnU. (A 7) 

Finally observe that for any aribitrary function F( q) that is 
non-positive through the region A= {qeR n such that 
F(q) <:;O}, one has 
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.so;; ([ IF 1"/2 dnq yin, (AS) 

by virtue of the indicated Holder inequality and the normali­
zation condition (AS). 
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On a property of a classical solution of the nonlinear mass transport equation 
ut = uxx /1 + ux
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A mechanism of smoothing due to evaporation--condensation of the roughly perturbed surface of 
solid is described by Mullins [W. W. Mullins, J. Appl. Phys. 28, 333 (1957); 30, 77 (1959)] in 
terms ofthe Cauchy problem (P) in R I (realline) of a nonlinear parabolic equation for u(x,t) 
representing the evolution of the profile ofthe surface: ut = u""/l + Ux 2, (x,t)e R I X (0,00); 
u(x,O) = a(x),xe R I [model (P)]. In the present paper, itisdemonstrated that each peak height 
of the initial surface a(x) in Mullins' model (P) does not increase with time. 

I. INTRODUCTION 

Mullins l reported that a mechanism of surface smooth­
ing in a solid due to evaporation--condensation could be for­
mulated as the Cauchy problem (P) in R I (real line) of a 
nonlinear mass transport equation describing the evolution 
of the profile U (x,1) of the surface of solid: 

ut =u""/l+ux
2

, (X,t)eRIX(O,oo)} 
I I (P). 

u(x,O) =a(x) [aegjl(R )], xeR 

[Here gjl(R I) = {/;/eCI(R I), 1/(x),j'(x)1 < oo}. In 
the present paper,J'(x) denotes the first derivative of/(x) , 
and C I (R I) is a set of all continuously differentiable func­
tions defined on R I.] 

Mullins verified the physical validities of the model (P), 
i.e., the smoothing properties of solutions of (P), by making 
the problem (P) analytically soluble in the classical sense,2 
through the linearization of the nonlinear equation in (P) by 
the small slope approximation (ssa) characterized by the 
relation lux (x,t) 1<1 for any point (x,t)e R I X (0,00). But, 
necessarily, this linearization based on the ssa has restricted 
the extent of application of this model. In fact, the unique 
solution of (P) under the ssa is described as 

u(x,t) = r H(x - y,t)a(y)dy, 
JR' 

H(p,q) = (l/2.[iiij)exp( _ p2/4q). 

The operation, permitted by Lebesgue's convergence 
theorem, 

lim ux(x,t) = lim_l_ r e-k'a'(x - 2/tk)dk = a'(x) 
uO tW .J1i JR' 

(compact convergence) demands that the slope of the peak 
in the initial surface also should be small enough, namely, 
la'(x)l<l. 

In the present paper, without employing this lineariza­
tion, by demonstrating that each peak height of the initial 
surface a (x) does not increase with time, we shall indirectly 
show that the nonlinear model (P) does not contradict the 
smoothing properties of the surface of solid. (In the same 
way, we can also demonstrate that each valley of the initial 
surface does not increase in depth with time. Both height of 
the peak and depth of the valley are measured from the ori­
gin of the vertical axis. ) 

II. A PROPERTY OF, A SOLUTION OF A CAUCHY 
PROBLEM FOR Ut = uxx /1 + ux 2 

Consider a Cauchy problem (P*) for a more general 
nonlinear parabolic equation: 

u t =F(ux,u",,) [FeC I (R 2
)],} 

(x,t)eR IX (0,00) (P*), 

u(x,O) =a(x), xeR I 

where R 2 denotes the real plane. 
Letxo be a point at which a(x) attains the strict relative 

maximum (local maximum), i.e., there exists a peak whose 
top is located at xo; and let the curve C in R I X [O,t,] be a 
part of a trajectory drawn by the migration with time of the 
peak top initially located at XO' Suppose C is characterized by 
a differentiable function get) on the interval [O,t,] as indi­
cated in (1): 

C = {(x,t); x = g(t) (xo = g(O)), te[O,t,]}. (1) 

From the definition of the set C, at any point in C, the follow­
ing relations hold: 

Ux (x,t) = 0, u"" (x,1) <0. 

Theorem: Let the conditions 

aF(p,q) >0, F(O,O) = 0, 
aq 

(2) 

(3) 

hold for the right-hand side F(p,q) of the nonlinear equation 
in (P*). Suppose, for the classical solution2 u(x,1) of (P*), 
there exists a set C characterized by (1) and (2). Then, 

U(x,t) <a(xo), (x,t)eC\{(xo,O)}, (4) 

whereA \B={x;xeA,xEfB}. 
Before demonstrating this theorem, we prepare a lemma 

for a linear parabolic equation. 
Lemma: Let U (x,t) be a classical solution of the follow­

ing linear problem (LP): 

ut - a(x,t)u"" + b(x,t)ux =/(X,t),} 

[a(x,t) > 0, I /(x,1) I < 00 ], (LP). 
(x,l)eR IX (0,00) 

u(x,O) =a(x), xeR I 

Suppose, for u(x,t), there exists a set C with a form of (1) 
and, on the set C, u(x,t) satisfies the relations (2). Then the 
estimate (5) is valid for any point (x*,t *)eC \ {(xo,O)}, 
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U(X*,t*)<max{ sup (f(x,t)e-<-{t*-t)IA}, 
c,{"o.o>} 

a(xo)e-<-t*}, (5) 

where A is an arbitrary positive number. 
Proof of Lemma: Set v(x,t) = u(x,t)e-A.t. On the set 

C \ {(xo,O)}, v(x,t) satisfies the linear equation 

vt - a(x,t)v"" + h(x,t)v" + AV = f(x,t)e - At. 

Sincev(x,t) is continuous on the compact set CinR 2, v(x,t) 
attains its maximum on C at some point (s,1]) in C. The 
point (s,1]) lies eitherin C \ {(xo,O)} orin the singleton set 
{(xo,O)}. 

First, let the point (s,1]) exist in the set C \ {(xo,O)}. 
From the relations (1) and (2), we obtain 

Since v" (s,1]) = Ux (s,1])e-A.1/ = 0, we get 

vt (s,1]»O. 

Namely, at the point (s,1]) , it must hold that 

v" (s,1]) = 0, v"" (s,1]) < 0, vt (s,1]) >0. 

If we set a*=O, it is easy to see from the second relation in 
(3) that v(x,t)=O is a solution of (PU), that is, w(x,t) 
identically equals u(x,t). Then u(x,t), the solution of (P*), 
must satisfy a homogeneous linear equation 

_ II iJF(hu",hu"" )dh 
U t u"" 0 iJq 

-u -0. II iJF(hu",hu",,) dh _ 

" ° iJp 

Applying the estimate (5) in the lemma to this function 
u(x,t), we can easily obtain, for any point (x*,t*) 
eC \ {(xo,O)}, 

u(x*,t * ) <max{O,a(xo)e-<-t*}. 

Since we may take a(xo) positive3 and A is arbitrary, it holds 
that 

U(X*,t *) <a(xo)' 

Thus, we can obtain the estimate (4). 0 
Since FeC I (R 2), iJFliJq= 1/1 +p2>0, and 

F(O,O) = 0, the conditions required in (P*) and (3) are well 
satisfied for the right-hand side of the nonlinear mass trans­
port equation Ut = F(u",u",,) = u""/l + u" 2. Therefore, if 
the solution U (x,t) of the Cauchy problem (P) has such a set 
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Therefore, for any (x,t)eC \ {(xo,O)}, 

V(X,t)<V(s,1])< sup (f(x,t)e-AtIA J. 
C"{(x,,.O)} 

Taking (x*,! *) as (x,t) andreplacingv(x*,t *) byu(x*,t *), 
we can obtain an estimate 

U (x* ,t *) <; sup (f(x,t)e-<-(t. - t) I A ]. 
C,{(x.,O)} 

If the maximum on C is attained at the point (xo,O), the 
estimate 

U (x* ,t *) <;a(xo)e-<-t * 

is valid. 
These two estimates are unified to (5). 0 
Proof of Theorem: Let u(x,t) and v(x,t) be classical so­

lutions of the problems (P*) and (P**), respectively. Then 

Vt =F(v",v",,), (x,t)eR IX(O,OO)} 

v(x,O) =a*(x), xeR I 
(PU). 

Taking the differences between two nonlinear equations, we 
can get the following linear homogeneous equation for 
w(x,t) = u(x,t) - v(x,t): 

as C characterized by the relations (1) and (2), the desired 
result 

U(x,t) <;a(xo), (x,t)eC \ {(xo,O)}, 

is obtained. 

APPENDIX: THE ESTIMATE WITH a(xo)<O 

If u(x,t) is a solution of the problem (P*), u(x,t) 
= u(x,t) + C (C is an arbitrary constant) is a solution of 

the following Cauchy problem (P*): 

ut =F(u",uxx )' (x,t)eR IX(O,oo)} -
(P*). 

u(x,O) =a(x) + C, xeR I 

In the same manner as in the text, we can obtain the estimate 

u(x*,t *) + C<u(x*,t *><max{O,(a(xo) + C)e"'t*}, 

where C is a positive constant such that la (xo) I < C. Hence, 

u(x*,t*)<a(xo)e-<-t* + C(e-<-t* -1). 

·W. W. Mullins, J. Appl. Phys. 28, 333 (1957); 30, 77 (1959). 
20. A. Ladyzenskaja, V. A. Solonikov, and N. N. Ural'ceva, Linear and 
Quasilinear Equations of Parabolic Type (Am. Math. Soc., Providence, RI, 
1968), p. 12. 

3Even if a(xo) <0, the same results are obtained. See the Appendix. 
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Some well-known results from differential geometry are applied to some of the major issues of 
compactification of higher-dimensional gravity. The results apply both to the theories generally 
known as Kaluza-Klein and the recently more promising super string theories. These results are 
primarily due to Yano [K. Yano, Integral Formulas in Differential Geometry (Marcel Dekker, 
New York, 1970); Differential Geometry on Complex and Almost Complex Manifolds 
(Macmillian, New York, 1965) ] and have profound implications for the Kaluza-Klein scenario 
with respect to the cosmological constant problem and the massless sector of the theory. While the 
results are well known in the mathematical literature, the present author has only seen a 
fragmentary account presented by a few physicists. The necessary introduction to complex 
manifolds is also provided including Kabler manifolds and their possible relevance to the problem 
of compactification. The Ricci tensor provides the central role in the discussion of metric 
isometries, holomorphy, and holonomy. The incumbent role of Calabi-Yau manifolds with Ricci 
flat curvature and SU(n) holonomy, which have been recently conjectured in regard to super 
string compactification, is also mentioned. 

I. INTRODUCTION 

Compactification in the Kaluza-Klein framework I and 
in the more recent super string theories has been and contin­
ues to be a formidable obstruction in obtaining physically 
acceptable theories of gravity and gauge theories in four di­
mensions. Usually such theories are formulated in greater 
than four dimensions, and have an aesthetic and necessary 
motivation in higher dimensions. Next, a particular ground 
state M4 ® C has to be singled out, where M4 is the usual 
Minkowski space and C is a compact manifold. 

In the Kaluza-Klein scenario, I C is a manifold whose 
metric contains isometries that are physically the transfor­
mations of a compact non-Abelian Lie group on gauge fields 
that lift M4 into the principal bundle on M4 ® C. These sym­
metries are those of the weak, strong, and electromagnetic 
forces in nature. This stands in marked contrast to the super 
string theory where the gauge symmetries are supported by 
gauge fields defined on ten-dimensional Minkowski space 
M IO' The particular gauge groups Eg ®Eg or SO(32) are 
motivated for different reasons, namely freedom from anom­
alies and ultraviolet finiteness. This has been examined in the 
zero slope limit or field theory limit recently by Green and 
Schwarz.2 It is apparent that the six-manifold C need not 
support any additional compact symmetries since all sym­
metries are manifestly taken into account by the Lie algebra 
valued gauge fields. The selection of the compact manifold is 
purely a dynamic question related to the true quantum 
ground state of the super string theory. It has been conjec­
tured recently that an appropriate manifold will be relevant 
to the understanding of the number offermion generations.3 

The number of generations in this scenario is one half the 
Euler characteristic of the manifold C. 

In this paper, I would like to formalize some general 

a) Address after July 1985: Institute for Theoretical Physics, University of 
California, Santa Barbara, California 93106. On leave from Brookhaven 
National Laboratory, Upton, New York 11973. 

notions on the use of results in global differential geometry4 
on the inevitability of Ricci positive manifolds for the com­
pact manifold C in the Kaluza-Klein strategy. The defini­
tion of a Ricci positive manifold is given simply: Let V; be 
any vector field on C, thenRiJ ViV j = R( v,n > o for V #0 
on a Ricci positive manifold with Ricci curvature R (X, y). 
In the context of Einstein manifolds, compatibility with the 
equations of motion introduces the problem of the cosmolo­
gical constant and the incumbent lack of harmonic fermions 
and vector fields. If some of these considerations were ade­
quately noted, many of the papers on the Kaluza-Klein 
strategy would have been precluded. While these results are 
generally well known to a few, I have found only passing 
remarks in the physics literature.5 

The other remarks that will be focused upon are direct­
ed toward Ricci flat compact manifolds, which have no in­
finitesimal continuous symmetries (Killing vectors) unless 
they are trivial such as the multitorus. Generally such mani­
folds are complex structures and fall into two classes if they 
are Kahler manifolds: (i) multitori, complex parallelizable, 
and (ii) Calibi-Yau manifolds. 

In the latter case, Yau proves6 that if the first Chern 

class (two-form) .n = ..J=TRi] di Ad zj, (Zi, zi) complex 
coordinates vanishes as a cohomology class, then there exists 
a metric gil such that .n vanishes as a differential form. 
Again the Ricci tensor is the fundamental object in classify­
ing the symmetries, holonomy, and holomorphic vector 
fields on such manifolds. The classic results of Yano and 
Bochner4 are relevant to this exposition, which is hopefully 
made clear and accessible to most readers. 

Comments are also directed to the strategy of Candelas 
et al.3 on the question of the Euler characteristic on such 
manifolds. This problem may have fundamental importance 
to the question of the family problem (the number of genera­
tions oflight<mplanck chiral fermions). 

The organization of this paper is as follows. In Sec. II 

1393 J. Math. Phys. 27 (5), May 1986 0022-2488/86/051393-05$02.50 © 1986 American Institute of PhySiCS 1393 



                                                                                                                                    

some notations and conventions are fixed, and the integral 
formula of differential geometry due to Yano is derived. 
These results are then applied to the Kaluza-Klein strategy 
explicitly. Section III deals with the analogous results on 
complex manifolds. Elementary definitions and concepts are 
introduced. The reader can skip Sec. III on first reading 
since it is mathematical in nature. Next, certain general re­
sults on compact complex structures are made and summari­
ly applied to the super string compactification. Finally, we 
discuss the physical relevance, if any, of all of these consider­
ations. 

II. THE YANO INTEGRAL FORMULA 

In classical differential geometry, integral formulas 
have been useful since the time of Gauss and many global 
results have been obtained. About 40 years ago, Bochner, 
Chern, Hodge, and others introduced these very powerful 
results into Riemannian geometry.4 The purpose of this sec­
tion is to introduce these techniques into the physics litera­
ture and apply them substantially to the problem of compac­
tification of the Kaluza-Klein theories. A complete 
treatment of integral formulas can be found in the book by 
Yano,4 as well as in his general introduction to Riemannian 
geometry. In the entirety of this section we consider a com­
pact orientable manifold C without boundary. The orienta­
bility of C is added to insure that integration over C can be 
considered as an integration over differential forms. 

First, we recall the Green's theorem. In a compact 
orientable manifold C without boundary, we have for a vec­
tor field Xi , 

(2.1 ) 

where dV = .Jg ds 1 ds 2 ••• dsn 
; g is the Riemannian metric 

onC,ands 1,s2, ... ,sn is a coordinatization ofC. The Vi is the 
covariant derivative (V1X)j =aiXj + rlkXk. We can rea­
lize Eq. (2.1) in terms of differential forms: If (tJ is a p form 
p < n on C (n = dimensionality of C), then 

d(tJ = [lI(p + 1 )!] (a.(tJ. . - a. (tJ.. . 
I ,), .. 'p 'I "2'" 'p 

-a. (tJ ... )df;-idf;-i, ... df;-ip, 
'p JJ~"" ~ ~ ~ 

/j(tJ = *d *(tJ 

= [lI(P - 1)!](gjIVj (tJii, ... )ds i, ... dS ip. (2.2) 

The * operation is defined4 in terms of the antisymmetric 
symbol€ as 

and the Green's theorem for a manifold without boundary 
ac = 0 is simply the statement 

f d*X= f *X=O, (2.3) 
Jc Jac 

which is Eq. (2.1) and X is a vector field. 
Next we use the Green's theorem for the particular vec­

tor field 
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Wi = (X lVjX)i - (V,X lX)i, 

Vi Wi = (V1X)j(VjX)i + X j(Vi VjX)j 

- (ViVjX)jX i - (VjX)j)2 

=RIjXjXi + (VJX)i(VjX)J_ (VjXJ)2. (2.4) 

In Eq. (2.4) the Ricci identity 

(Vi VJX)j - (Vj ViX)i = RjiX i 

has been used. From Eq. (2.1) we obtain the central result 

L[ R(X,x) + (VjX)i(ViX)j - (VjX j)2] = O. (2.5) 

We now discuss various consequences of Yano's for­
mula Eq. (2.5). First, let X be a Killing vector field; the 
manifold has infinitesimal isometries. Killing's equation is 
derived from the fact that the Lie derivative4 of the metric g 
is zero: 

if xg = XVg( Y,Z) = 0, (2.6) 

or in terms of the more familiar coordinate basis 

XkV k gij + gkj ViX k + gik VjXk = O. (2.7) 

From the fact that Vg = 0, Killing's equation 

ViXj + VjXi = 0 (2.8) 

emerges. 
Then Yano's formula Eq. (2.5) for a Killing vector is 

simply 

(X,RX) - (VX,VX) = 0, (2.9) 

where an obvious scalar product notation is used for L2 inte­
gration over C. 

From Eq. (2.9) we can derive some obvious but power­
ful consequences. First, if R(X,x) and hence (X,RX) <0 
(Ricci negative); positivity of IIVX II implies that there are 
no nonzero Killing vectors or infinitesimal continuous iso­
metries. If R(X,x) = 0, the Ricci flat case, then for a com­
pact manifold of Euclidean signature, II V X II = 0 implies 
that VX = 0 identically. It follows that if there exists a com­
plete set of covariantly constant Killing vectors ~n (n + 1) 
for M n , then the Riemann tensor vanishes.4 The manifold is 
either Euclidean space (noncompact) or the multitorus 
S 1 ® S 1 ••• S 1 (compact). Therefore, nontrivial Ricci flat 
manifolds with nonvanishing Riemann curvature 
R (X, Y, U, V), Killing vectors, and the related continuous 
symmetries do not exist. In conclusion, compact manifolds 
that admit nontrivial isometries, those of a compact non­
Abelian Lie group, are Ricci positive, R(X,x) >0. Exam­
ples consist of Lie group manifolds, and homogeneous 
spaces such as spheres. 

Unfortunately, for the standard Kaluza-Klein scenario 
with the usual Einstein manifolds R (X, y) = Ag(X, Y) the 
cosmological constant problem is a/ait accompli. The cos­
mological constant is 0 (gauge coupling X m~IanCk ). Espe­
cially since we are looking for solutions to the Einstein equa­
tions with cosmological constant ...t, 

(2.10) 

with a M4 ® C ground state. Since RAB = RJ.'v E9 R jJ , where 
RJ.'v and Rij are the Ricci tensors on M4 and C, respectively, 
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and R",v = 0 for M 4, R;j~ xj >0 implies R >0 and A >0; 
AB= (1, ... ,4+n),llv= (1, ... ,4), i= (4+ 1, ... ,4+n). In 
addition to the cosmological constant problem, there is the 
related problem of massless chiral fermions, as has been 
identified in the literature. 1,3 The argument presented here is 
similar in spirit to that of Duffl but perhaps more detailed in 
its presentation. 

Another feature of Yano's integral formula worth not­
ing is the absence of harmonic vectors on Ricci positive man­
ifolds, for harmonic vector fields V;~ - VjX; = 0, VjX

j 

= o. Yano's integral formula then takes the form 

LR(X,x) + Vj~VjXj= (X,RX) + (VX,VX). 

(2.11 ) 

However, for a Ricci positive manifold with Euclidean sig­
nature it is obvious that 

(X,RX) + (VX,VX) = (X,RX) + (X, - ax»O. 
(2.12) 

Hence, the only possible harmonic vector is X = O. This is 
the analogous statement for harmonic vectors that Lich­
nerowicz proved for harmonic spinors. I 

Finally the above statements do not preculde the exis­
tence of Killing spinors. The analogous integrability 
theorem for Killing spinors, spinors satisfying 

Va1J± = ± CYa1J±, (2.13) 

is that the manifold be the particular Einstein manifold6 with 
C a constant: 

R jj = 4C 2 (n - 1) gij" (2.14) 

The Killing spinors are intimately related to the exis­
tence of super symmetries and the particular case V1J = 0 
implies Ricci flatness, which is conjectured to be relevant to 
the compactification of the super string theory. We will tum 
to these questions in subsequent sections. 

III. COMPLEX MANIFOLDS 

In Sec. II, the Ricci tensor occupies a special position in 
the discussion of the isometries of real Riemannian mani­
folds with the usual notion of differentiability. This section 
will be a brief introduction to complex manifolds4

•
7 such that 

the analogous results can be established in Sec. IV. 
A complex manifold of complex dimensions n is a 2n­

dimensional topological manifold endowed with a complex 
analytic structure. The notion of holomorphy replaces that 
of differentiability. A separable Hausdorff space is said to 
have a complex analytic structure if the following properties 
hold: (i) each point of M has a neighborhood homeomor­
phic with an open subset of C" (the space of n complex 
variables); and (ii) for any pair of open sets UI and U2 with 
nonempty intersection, the map U I U 2- I: U lnU2-.C" is de­
fined by holomorphic functions. 

The coordinates on a complex manifold can be taken 
locally as 

Zk = Xk + iy\ Zk = Xk - iy\ (3.1 ) 

where Xk and yk are real coordinates k = (1 , ... ,n). Differen­
tial forms are ofbidegree (q,r), where the form ofdegreep 

1395 J. Math. Phys., Vol. 27, No.5, May 1986 

consists of q, d~ and r, d, withp = q + r. Let 

be such a form; then the exterior derivative in analogy to Eq. 
(2.2) is 

d: w P-. w(q+ I,r) + w(q,r+ 1) 

~~. (3.2b) 

Theoperationsd' andd " are defined in termsofa fat and a f 
iJii. 

Examples of complex manifolds are (1) the space of n 
complex variables C", (2) the Riemann sphere S 2, and (3) 
complex projective space CP", the space of complex lines 
through the origin of Cn + I . 

The complex structure is an instance of a more general 
type of structure, which is defined by the complexification of 
the tangent space. If a differentiable manifold contains a 
complex structure in the tangent space at every point, then 
such a manifold is said to have an almost complex structure. 
It is obvious that such a differentiable manifold must be of 
real dimension 2n. The tangent space consists of a complex 
vector space ve over the field of complex numbers, which is 
the complexification of the vector space V over the field of 
real numbers. Vectors veV e have the unique representation 

V=WI + W2' 

wleWe, w2eWe, where v= wee we. (3.3) 

An almost complex structure is defined by the tensor of type 
( 1, 1) with the property 

Jv =iw -iw, (3.4) 

for every real vector v = w + W. The operator J has the prop­
erties oflinearity and J 2 = - 1. The vector space V e can be 
decomposed v e = V

I
•
O + VO,I with vectors of bidegree 

( 1,0) and (0,1). And, as mentioned before, J is of bidegree 
(1, 1 ). It is conventional to let the indices run as follows: 
1, ... 2n withk,j = (l, ... ,n), k,J = (n, ... 2n) with complex ba­
sis (ej , ~). With respect to the real basis fj,f;, 

fj = (1/../2) (ej + ~), f; = (if../2) (ej - ~), (3.5) 

the tensor J is given by 

=(~I,,) J -I 0' 
n 

(3.6) 

where I" is the identity with respect to V". Conversely with 
respect to the basis (ej,~)J J = i8J and 

J k - '~k Jk Jk 0 j - -IUj, j = j = . 

The metric on v e has the properties of a Hermitian struc­
ture 

(3.7) 

with mixed nonvanishing components gkj, symmetry gkj 

=~k' and Hermiticity gkj =gjk' 
In analogy with the real case the concepts of frame and 

coframe can be introduced 

X /:k a x 'i-k a 
a = ~ a azk' a = ~ a az'< ' 

if = sj dz j
, «' = sj dZi , (3.8) 
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with the properties 6ab = S!€igk7' The indices a and bare 
vielbein indices transforming under U(n) and i,j, etc. are 
tensor indices transforming under general coordinate trans­
formations S ~i) = (az j I az' k) S ~i), etc. 

Next, structural and metricity conditions can be used to 
define connection and curvature forms, respectively. The 
differential of the metric tensor is evaluated 

d k +-k go = OJigk] OJj giTe 

= agi] dz"' + ago dzm. 
azm iJZ'" 

(3.9) 

The connection one-forms OJ7 and m; are unmixed and can be 
taken to be 

OJ; = r;k d~, W; = r;k d, 
with 

. '7 a -. r:k = g' -K7j and r~k = rjk' 
aZk 

The equations of structure read 

(3.lOa) 

(3.lOb) 

() i = dai + OJ~aj. (3.11 ) 
J 

Elementary computation gives for the torsion form (Ji the 
results for the torsion tensor 

(3.12) 

The curvature form in local coordinates (t;f) is de­
noted by 01 and is given locally by 

01 = dOJI + OJ! I\OJ~. (3.13 ) 

Using the decomposition 

01 = !(R t,mdi /\dzm + R Ilmdi /\di"'), 

where R t,m + R Iml = 0, we obtain from Eqs. (3.lOa) and 
(3.lOb) the result 

. _ art, arlm ,j , rJ - 0 
Rftm ------+ rj/r rm - rim ,1- . 

az"' azl 

Remark: This is obvious since r is a pure gauge 
r = g-l (a I az) g. Therefore, the only nonvanishing compo-

j 1 ~ . 
nentsofthecurvatureformareR j/m,R i7m,R ~m' andR {1m' 

Furthermore, 

R! = art, = at
j 

agiTe + jTe~. (3.14) 
.Im ozm iJZ'" ai g azl iJZ'" 

Obviously, if the connection is holomorphic (a I iJZ) r = 0, 
the manifold is flat [the conditions 

~( ) = (~ - i~) ( ) = 0 
iJZ ax ay 

are equivalent to the Cauchy Riemann conditions]. 
In addition, Kahler geometry can be introduced at this 

point. A Hermitian metric for which the torsion form van­
ishes, Eq. (3.12), leads to the conditions 

a [5;j a [5;k a gi] a giT< _=_, -=- (3.15) 
a~ azj iJik iJZl 

A complex manifold with this particular metric is called a . 
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Kahler manifold. The system of equations (3.15) is com­
pletely integrable and there exists a real valued function K 
for which go = a 2K lat iJZl, and from Eq. (3.15) it is ob-

vious that the Kahler form ..J=T go dt 1\ elil is closed. 
The Ricci curvature Rim is defined by 

R I _ R _ a 2 log det( I gi> 
ilm - 1m - azloz"' (3.16) 

The (1,1) form 

'" =! 1r..J=TRkl d~ I\eli
l (3.17) 

is the first Chern class that, as we shall see later, is an ob­
struction for SU(n) holonomy as opposed to U(n) holon­
omy. 

The holonomy group is now defined. S Let (C, g) be a 
connected 2n-dimensional Riemannian manifold; for xeC, 
let Hbe the holonomy group at x for Levi-Civita connection. 
The HCO(C), where O(C) is isomorphic to 0(2n) the 
transformation of the tangent space at x. The main results of 
a number of peopleS is that (C, g) is the Riemannian struc­
ture underlying a Kahler structure if there exists an imbed­
ding HCU(C) CO(C). Basically J [Eq. (3.4)] has to be 
defined and U (n) is imbedded into 0 (C). The element, mul­
tiplication by i, has to be reached smoothly in the tangent 
space; JeO(2n),Jpr = I,J= _pr,J 2 + 1 =0. Theele­
ments of the holonomy group for Levi-Civita connection OJ 
are defined with path ordering P: 

(3.18) 

IV. COMPACTIFICATION IN UNIFIED THEORIES 

In the Kaluza-Klein scenario, general results on the 
compactification to manifolds with isometries, are by now 
generally known. Unfortunately, most attempts, with a re­
mote exception, ofparallelizable manifolds9 (endowed with 
torsion) lead to embarrassment even if quantum mechanicss 

is taken into account. The situation for the super string the­
ories is in one sense simpler and in a different sense more 
complicated. It is simpler, since the manifold is apparently 
not required to carry any continuous isometries. The sym­
metries are carried by the explicit gauge fields of the anoma­
ly-free SO(32) or Es ®Es gauge group.2 The compactifica­
ton is more complicated since it is not really known what 
class of manifolds is promising and leads to acceptable phen­
omenology. 

In a recent work, Candelas et al. 3 have advanced a strat­
egy to determine the manifold M4 ® C in the compactifica­
tion of the ten-dimensional super string theory. They base 
their considerations on the fact that M4 should be eventually 
Minkowski space, with an unbroken N = 1 supersymmetry, 
and the fermion spectrum should be realistic. Arguments are 
presented that the spaces C should be Calabi-Yau manifolds 
with vanishing first Chern class (Ricci-flat and Kiihler) 
with SU (3) holonomy group. With the properties of Ricci 
flat and Kahler, many such six-manifolds are known to exist 
as subspaces of CP4 (see Ref. 10). I am not going to com­
ment on the wisdom or viability of such a strategy but merely 
address some general questions on the application of com­
plex manifolds to the question of compactification. Most of 
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this material is available in the mathematical literature; in 
particular, the monograph on curvature and homology by 
Goldberg7 is useful. 

First, if C is a compact Kahler manifold of constant 
holomorphic curvature k 

ROkl = (kI2)(g;Jgkl +gi/gkJ)' (4.1) 

then its universal covering manifold M is classified as fol­
lows: k > 0, complex projective space; k = 0, Cn the space of 
n complex variables, or the interior of the unit sphere k < O. 
Furthermore, it is known that if C is parabolic, k = 0, it can 
be represented as the quotient space CnID, where D is a 
discrete group of motions in Cn • The complex torus is then a 
covering space of C. If C is simply connected, a necessary 
condition for zero curvature is complex parallelizability. 
Complex parallelizability means the existence of a complete 
set of n globally defined linearly independent holomorphic 
vector fields. On such a manifold there exists a Hermitian 
metric of zero curvature. 

Proof As in Eq. (3.8), let Za =s!(alazk
), aa 

= s'j dzi, etc.; holomorphy means simply (a I azi ) s! = 0 
and as:/azi = O. The connection is 

ri = g"7 a gil = ~ to i as ~ 
Jk =k ~~ a =k ' 

ciZ a ciZ 

and using Eq. (3.14), R lIm = O. Holomorphy is simply 
d "Xa = O. Another theorem stated without proof is that a 
compact complex parallelizable manifold is Kahlerian if and 
only if it is a complex multitorus.7 

The effect of positive Ricci curvature on holomorphy is 
similar to the obstruction for harmonicity proved in Sec. III. 
This is formalized in the following theorem: If the Ricci cur­
vature is strictly negative, there are no holomorphic contra­
variant tensor fields of bidegree (p,O); otherwise, a tensor 
field of this type must be a parallel tensor field. In particular, 
for negative Ricci curvature there are no holomorphic vector 
fields. Such manifolds are unacceptable to super string com­
pactification in any case for the same reasons as Ricci nega­
tive is unattractive for the Kaluza-Klein theory. 

However, there are nontrivial Hermitian metrics for 
which the Ricci tensor vanishes together with the first Chern 
class. Quite generally, there are inequalities on the Ricci ten­
sor and the characteristic classes of such manifolds. These 
are the famous Calabi-Yau manifolds first conjectured to 
exist by Calabi 11 and a decisive proof presented twenty years 
later by Yau. 12 These manifolds do not have the infinitesimal 
symmetries (parallel fields) of a complex Lie group and are 
a start for a discussion of compactification. The lack of infin­
itesimal symmetries is not a detriment since the explicit 
gauge fields of the super string theories support all of the 
symmetries of nature together with chiral fermions in ten 
dimensions. The chirality remains upon compactification.3 

Whether this class of Calabi-Y au manifolds continues to be 
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promising and provides acceptable phenomenology remains 
to be seen. 

V. CONCLUSION 

The effects of the Ricci curvature on the question of 
compactification of higher-dimensional gravity was clearly 
demonstrated. The relevance to the super string theory in 
four dimensions is obscure for many reasons. First, a covar­
iant formalism is not developed to an extent to substantially 
address the question of the ground state. Second, the mani­
fold does not seem to be very well constrained; it appears that 
there are a large number of possibilities. Questions of the 
breaking of supersymmetry and the motivation of such com­
plex manifolds in the first place has been only mildly com­
pelling. However, one aspect of the super string strategy is 
clear: the possibility of an anomaly-free finite theory of 
quantum gravity is very attractive. 

In this paper certain mathematical aspects of compacti­
fication were presented to sharpen some of the issues in­
volved. 
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The Dirac and Kahler equations are separated in a class of spherically symmetric space-times by 
using new techniques of Clifford analysis. New operators, which raise and lower the "spin 
weight" of spin-weighted functions by!, are also introduced. The separated solutions enable us to 
analyze the distinction between spinor solutions to the Dirac separation equation and Kahler 
solutions. 

I. INTRODUCTION 

The vector space isomorphism between the exterior and 
Clifford algebras has been observed and exploited 1,2 by 
many physicists since the work ofChevalley. 3 When the Clif­
ford algebra is associated with a metric on a (pseudo-) Rie­
mannian manifold, one may construct a useful calculus for 
the study of physical field theories involving gravitation. 

The formulation of spinors on a manifold in terms of 
certain local sections of its exterior bundle, equipped with a 
Clifford structure, has been investigated recently.4,5 Regard­
ing spinors in this way affords a new insight into spinor co­
variance and enables one to use powerful methods of Clif­
ford analysis to study wave equations. The Clifford bundle 
approach also can be used to study the relation between the 
Kahler equation for a general inhomogeneous differential 
form6 and the local Dirac equation for a spinor on a mani­
fold. 

Since the original paper by Kahler,7 in which the Kahler 
equation was solved in flat space (in a polar chart), there has 
been little effort in examining solutions of the Dirac equation 
in terms of inhomogeneous forms. Furthermore there exists 
in the literature a certain confusion about the conditions un­
der which these equations may be identified. 

In this paper we develop a method for separating both 
the Dirac and Kahler equations in space-times M with a 
metric that possesses Killing vectors generating the SO ( 3 ) 
rotation group. Although separable solutions of the Dirac 
equation in spherically symmetric space-times are well 
known from the pioneering work of Schrodinger and Chan­
drasekhar,8 the methods we develop here will be in terms of a 
Clifford calculus of differential forms rather than the com­
ponent oriented formalism developed by Newman and Pen­
rose.9 These methods will also be used to study the Kahler 
equation and to achieve a new insight into the relation 
between spinor harmonics and the angular harmonics used 
to separate the Kahler equation. 

II. THE WAVE EQUATIONS 

Let {JJ, i = 1,2,3,4, be a set oflinearly independent 
local sections of the Clifford bundle (the exterior bundle 
over space-time equipped with a Clifford structure) such 
that J; = J;p for some primitive idempotent P in 
C31 (R) XC, which represents a minimal left ideal IL (P). 
The juxtaposition of elements in the Clifford bundle will de-

note their Clifford product. If a and /3 are one-forms, then 
a/3 is related to the exterior product a 1\/3 by the relation 

a/3=al\/3 + g(a,{3), (1) 

where g is the space-time metric tensor field on one-forms. 
Linearity and associativity uniquely extend the above rela­
tion to general inhomogeneous forms. A local algebraic 
spinor ,p is defined as a local section of the Clifford bundle 
such that ,p = ,pP. In the above algebraic spinor basis it may 
be written as 

(2) 

where {,pI} may be regarded as a set of four complex func­
tions on space-time when the section is pulled back to the 
space-time base manifold M. The space of all local algebraic 
spinors ,p = ,pP will be denoted by r(I L (P»). 

The local Dirac equation for a particle of mass M is 
written as3 

$,p=M,p, (3) 

where $ = eQSxa in terms of any naturally dual local bases 
{ea}, {Xa}, eQ(Xb) 8~ for r(T*M) and r(TM), respec­
tively. The spinor covariant derivative S x: 

r(IL (P)~r(IL (P») can be related to the Levi-Civita con­
nection V x on arbitrary Clifford sections by 

Sx,p = V x,p + ,pI.x , (4) 

where 

(5) 

and {ea} is here an orthonormal basis for r(T*M). From 
the metric compatibility of V x and relation (1) it follows 
that 

V x (pet» = V xpet> + pV xet>, (6) 

and, furthermore, that 

(7) 

where p and et> are any sections of the Clifford bundle. 
The Kahler equation4 for a particle of mass M by con­

trast is expressed in terms of a general inhomogeneous differ­
ential form et> as 

eaV x. et> = Met>, (8) 

and in general will not admit solutions lying in any minimal 
left ideal of the space-time Clifford bundle. 
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TABLE I. Connection one-forms (i). b for an orthonormal basis. 

o 2 

o o 

o 

2 o 

3 

3 

~el 
Ho 
Hir). 

---el 
H.H2 

_ e- A cot8 el 
H2 

o 

III. SEPARATION OF THE DIRAC EQUATION 
IN SPHERICALLY SYMMETRIC SPACE-TIMES 

A class of spherically symmetric metrics on space-time 
that includes the Minkowski, Schwarzschild, Reissner­
NordstrtSm, and Robertson-Walker metrics is conveniently 
represented in terms of local coordinates (t,r,fJ,f/J) and the 
orthonormal coframe: 

eO = Ho(r)dt, O.;;;t < 00, 

e1 = ~(t)Hl(r)dr, (9) 

e2 = ~(t) H 2 (r)dfJ, 0 < fJ';;;1T/2, 

e3 = ~(t) H 2 (r) sin fJ df/J, O.;;;f/J < 21T, 

where Ho, HI' and H2 are real functions of r and A. is a real 
function of time. We shall leave open the domain of defini­
tion of the coordinate r to accommodate different topologies, 
These metrics are of Lorentzian signature g(ea,eb) = 'T/ab 
= diag( -, +, +, + ). The Levi-Civiti orthonormal con-
nection one-forms (J)a b defined by V x. ~ = - (J)b c (Xa )e, are 
given in Table I, and 

All the covariant derivatives in this paper can be evaluated 
with the aid of Table II for V x.eb

, where 

A ==:!..A., H'=!..H. (10) 
dt dr 

If the spinor basis is constructed in terms of a Clifford 
polynomial of orthonormal one-forms with constant com­
plex coefficients then $t/J may be expressed as 

TABLE II. Levi-Civiti covariant derivatives V x. eb
• 

Vx• 

Vx, 

Vx, 

Vx, 

1399 

H~e A • 
---e 

HoB. 
A • --e 

Ho 

A 2 --e 
Ho 

A --el 
Ho 
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(11) 

where the orthonormal derivative Xa differentiates the com­
ponents of t/J in the above basis and .I==ea.I x.' For the above 
metric, 

.I =Loeo +Lle1 +L2e
2, (12) 

with 

Lo=3A/2Ho, 

(13) 

and 

Xo = (1/Ho)a" XI = (e-A. /HI)a" (14) 
X2= (e-A./H2)af)' X3= (e-A./H2sinfJ)aif>' 

Our basic approach to the separability of the Dirac 
equation (3) is to express the angular dependence of its solu-

tions in terms of a spinor X on an S 2 whose metric g is that 
(2) 

induced from g: 

Here g is conformal to the standard metric on a sphere. A 
(2) 

basis for spinors on the upper hemisphere is 

it =!(1 + ie2~), i2 = e2 it, (16) 

and we may write 

Denoting the induced spinor operator S2 by jP, i.e., 
3 

(17) 

jPX = L ea(xaX) + (~cot fJ /2H2)e1X, (18) 
a=2 

we require that 

jPX = i(ke-A. /H2 )X, k a real constant, (19) 

which in terms of the spinor components X I and X 2 gives 

i cot fJ . 
af}XI--.-aif>XI +--Xl =lkX2' 

sm fJ 2 
(20) 

o o 

o o 

o 
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(21) 

Thus XI and X2 are "spin-! weighted harmonics."9 
A spinor on space-time may be taken to lie in the ideal 

generated by the primitive idempotent P = (1 + ie2e3
) T, 

where T = ~ (1 + ieo). A suitable spinor basis may be chosen 
as 

II = PI' 12 = elp, (22) 
13 = e2p, 14 = ele2p. 

If we define X+ X til and X- Xl];' then a separable 
spinor solution of the form 

(37) 

ia-Ma=cle-Ap, (38) 

i/3 + MP= c2e-Aa. (39) 

Thus F(r), G(r), a(t), and p(t) also satisfy the ordinary 
differential equations 

a;G+ (J+ +J_ - (Hi/HI)larG 

+ [c lc2Hi +J+J_ +arJ+ - (J+Hi/HI)]G=O, 
(40) 

a;F+(J+ +J_ - (Hi/HI»)arF 

+ [clcfti +J+J_ +arJ_ - (J_Hi/HI)]F=O, 
(41) 

1/1= [w+X+ +w-X-] 

will be sought, where 

(23) ii+Aa+ [clc2e- 2A +M2 +iMA ]a=O, 

/J + A/3 + [clc2e- 2A + M2 - iMA ]P = 0. 

(42) 

(43) 

w± f± (r,t) +g± (r,t)et, (24) 

and/± andg± are some complex functions. It is straight­
forward to calculate $1/1 - MI/1 and, using the fact that 
fx± = i(ke- A /H2)X~' we find consistency if 
w+ = - ielw-. This reduces the Dirac equation to the fol­
lowing pair of coupled partial differential equations: 

arg- +J+g- +~Hl[-0JJ-
Ho 

- MI- + ~ ;0 /-] = 0, (25) 

aJ- +J_I- -~HI[-0Jtg-
Ho 

+ Mg- + 2- iA g-] = 0, 
2 Ho 

where 

Hb H~ kHI 
J±==--+-+--. 

2Ho H2 - H2 

The above equations simplify to 

arG + J +G + HI~ [(i/Ho)atF - MF] = 0, 

arF + J _F - HI~ [(i/Ho)atG + MG ] = 0, 

if we introduce 

F(r,t) f- (r,t)e(3/2)A, 

G(r,t) g- (r,t)e(3/2)A. 

To effect a further separation, we write 

F(r,t) = F(r)a(t), 

G(r,t) = G(r)p(t), 

to obtain 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

arG +J+G +F[i~ a -M~!!:...] =0, (34) 
HI HI Ho P P 

arF + J_F _G[i~ /3 +M~.!i] =0. (35) 
HI HI Ho a a 

These equations can be decoup1ed if the metric function H 0 is 
any constant (say 1) and we obtain, for separation constants 
CI and C2' 

(36) 
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Note that in flat space-time, Fand G are expressible in terms 
of spherical Bessel functions with a == P = e - iwt and 
ci = CiJ - M, C2 = CiJ + M. The Minkowski space spinor in a 
polar spinor basis may be represented in the form 

1/1 = eiwt [F(r) + G(r)dr] Yk'T, (44) 

where 

(45) 

is a "solid spinor harmonic." 
Returning to the general case with Ho=f= 1, but seeking 

solutions of the form 

G(r,t) = G(r)e - iwt, (46) 

F(r,t) =F(r)e- iwt, CiJ a real constant, (47) 

we obtain consistency only if A is any constant (say 0), in 
which case 

arG +J+G + HdCiJ/Ho -M]F= 0, 

arF+J_F-HI[CiJ/Ho +M]G = 0. 

Thus 

a;G+(J+ +J_ - (a'/a)lG 

+ (J+J_ -J'+ - (a'/a)J+ -ablG=O, 

a;F + (J+ + J_ - (b '/b»)F 

+ (J+J_ -J'_ - (b'/b)J_ -ablF=O, 

where 

(48) 

(49) 

a HI[M-CiJ/Ho], b=HI[M+CiJ/Ho]' (49') 

This case includes Schwarzschild and Reissner-Nordstr0m 
backgrounds. 

IV. SEPARATION OF THE KAHLER EQUATION 
IN SPHERICALLY SYMMETRIC SPACE· TIMES 

To apply the same methodology to separate solutions of 
l<l> = M<I>, where l<l> = eaV x. <1>, we must first find the ap­
propriate basis of angular solutions analogous to the spinor 
harmonics discussed above. First note that if Y is any zero­
form independent of rand t on a space-time with metric (9) 

in the (r,t,e,tP)-chart, then 
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12y= e-
U 

[_._I-ae(SineaeY) +~a~y]. (50) 
H~ sm e sm e 

Here and in the following it is useful to note the relations 

eau = 'T/uea + 2iilU, 

I(uv) = luv + 'T/u Iv + 2iauV x v, 
a 

(51) 

(52) 

for any inhomogeneous forms u and v. In these formulas, if 
u = l:;=oup, where up is ap-form, uper(AP(M»), then 

4 

'T/U= L ( - 1)Pup, (53) 
p=o 

jilu g'b iXbu. (54) 

It follows from (50) that 12yk' = c(r,t)Yk', where Yk' is a 
standard spherical harmonic and 

c(r,t)== - k(k + 1)e- u IHi, k = 0,1,2,.... (55) 

In the metric (9) we readily observe that 

leO = u(r,t)eOel - 3llHo, 
j I • 0 I fie = (A. IHo)e e + p(r,t), 

I(eoel ) = y(r,t)eo - (U IHo)el, 

where 

u(r,t)== -H~e-). IHoHl 

y(r,t)= - 2H~e-). IHIH2, 

p(r,t)= - (u + y). 

(56) 

(57) 

Thus if for each k, u and ware inhotnogeneous forms of the 
type 

u = f(r,t) + g(r,t)el + p(r,t)eo + q(r,t)eOel, 
(58) 

w = F(r,t) + G(r,t)el + P(r,t)eo + Q(r,t)eOel, 

where/. g,p, q, F, G, P, and Q are complex functions, then the 
form 

<I> = u dYk' + wYk' (59) 

is a IGihler solution provided 

"Ii 2H'e-). 
j """ • 2. II flU + -Ix. U - Ix U + 'T/w = lY~U, 

Ho 0 HIH2 I (60) 

iw+c'T/u=Mw, 

and we have reduced the problem to coupled equations for u 
and w. [In deriving (60) we note that since Y k' is a function 
only e and tP, we have idy w = 0, where dY is the metric dual 
ofdY,dY=g(dY,.). ThisimpliesthatdYw = 'T/wdY.] We 
shall not present a detailed analysis of these equations here, 
but discuss only solutions in the static metric where ~ = 1 
and 

u = r(t) [f(r) + elg(r)], 

w = r(t) [F(r) + eIG(r)]. 

From (60), static solutions [r(t) = I] exist satisfying 

(lIHI)arf(r) - G(r) = Mg(r), 
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(lIHI larger) - ug(r) + F(r) = M fer), 

(lIHI)arF(r) - c(r)g(r) = MG(r), 

(1IHI)arG(r) +pG(r) +c(r)f(r) = Mf(r). 
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(61) 

(62) 

These equations readily decouple, although it is simpler to 
write them 

a.(lIHI)arf(r») +parf(r) 

+ (c - M 2)Hd(r) = - MyHIg(r) , 

ar( lIHI)arg(r») - ar(ug(r») 

+ (c-M 2 )HIg(r) =0, 

ar(~lc arG(r») + ar(PG:r) ) 

2 HIG M nF(r) + (c - M )- (r) = - r 1-' 
C c 

(63) 

ar(-I- arF(r») - !!.- arF(r) + (c - M2) HI F(r) = O. 
Hlc C c 

Of particular interest is the Minkowski space, Ho = HI = 1, 
H2=r (O";r<oo), with r(t)=eUu

,. The solution to 
Kahler's equation can then be written as 

<I> = eil<J' [A (r) + B(r)el]S k'T, (64) 

where 

(65) 

Sk' = ke1yk' + rdYk' = rl-kd(r"Yk'), (66) 

and A and B satisfy 

a;A + ~ a rA + [((/ - M 2 + (- k)( ;; k + 1) ]A = 0, 

(67) 

a;B + ~ arB + [W2 _M2 + k(k; 1)]B = O. 

These equations coincide with the equations defining the r 
dependence of the components of a Dirac spinor satisfying 
the Dirac equation in flat space. Indeed, although <I> above 
does not lie in any Minkowski space minimal ideal, it is tri­
vial to modify it to obtain a solution that does. Let 
(t,xi,x2,x3) be the standard inertial coordinates for Min­
kowski space in terms of which the metric is 

and 

3 

g= -dt®dt+ L dXi®dxi, 
i=1 

Xl = r sin e cos tP, 

x 2 = r sin e sin tP, 

x3 = rcos e. 

(68) 

(69) 

Since '?!i=!( 1 + i dx l dx2) is V-parallel in Minkowski 
space, V x '?!i = 0, X er ( TM), then <I> = <I>'?!i is a spinorial 
Kahler solution <I> = <l>T'?!I. The components ofthis spinor 
are in a polar Minkowski chart but are defined with respect 
to a parallel spinor basis generated by the primitive idempo­
tent T'?!I. The elementS =exp( - !tPe2e3)exp( - !eel~) in­
duces an orthogonal transformation that relates the coframe 
{ei,e2,e3} to {dxi,dx2,dx3}: 

SdxIS-I=e2, Sdx2S- I =e3, Sdx3S- I =el, 

and transforms the primitive '?!i T to 

S'?!iTS- I = 1(1 + ie2e3)( 1+ ieo). 
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The transformed spinor 1/! = <i>s - 1 can be written 

1/! = eiQ)t [A(r) + B(r)e l ]{S;;'(1 + i dx l dx2 )S -I}T. 
(72) 

It is not difficult to check that the term in the curly bracket is 
proportional to the solid spinor harmonic introduced in 
( 45). Both 1/! above and <i> solve the Dirac equation 
Ss = Ms; the former when $ is defined with respect to a 
primitive ~ T, the latter when $ is defined with respect to 
S~ TS -I. It is, however, important to note that it is only the 
algebraic spinor <i> that solves the Kahler equation, since this 
equation lacks the spinor covariance of the Dirac equation. 

V. DISCUSSION 

We have shown how, in a class of spherically symmetric 
space-times, to find a class of solutions of the Dirac equation 
$1/! = M1/! of the form 

where 

1/I;;'=wk.Y;;'T. 

(73) 

(73') 

Similar techniques have enabled us to find a class of solu­
tions of the Kahler equation i<l> = M<I>, 

(74) 

where 

<I> = (l!r)ukS;;', (74') 

In the spinor case, the spinor solid harmonics may be related 
to standard spherical harmonics Y;;' «(),t/J) satisfying 

-.I-ae [sin ()aeY;;,] +-.-I_a~Y;;'+k(k+ 1) =0, 
SID () SID e 

k = 0,1,2, ... , - k<:.m<:.k, (75) 

by the formula 

(76) 

where 

m+ • -i~/2(kymF --tH dymp) 
Xk = Ie k 1 - ff- 2 k 2' 

(77) 

and 

FI =cos «() /2) II' F2==sin «() /2) 12' (78) 

The solid angular forms S;;' that appear in (74) have similar 
representations: 

(79) 

and coincide with (66) in Minkowski space-time. Using 

(76) and (77) the components (Xl);;" (X2);;'ofx,t andt; 

in the basis {it. j:) may be written in terms of standard spin­
weighted spherical harmonics7 of spin weight -! and!: 

m _ m _ 

xi/" = (XI);;'!I' X;- = (X2)'kh, (80) 
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.( )m_ y C n, ymj+ 112 
I Xl k=-1I2 j.mj = j,mjUO j+1I2' 

( ) m= y _ C n ymj+ 112 
X2 k-1I2 j,mj- j,mjUO j+1I2' 

. 1 3 . 1 . . 
] = 2'l'"'' mj = -] - ,-], ... ,], 

where 

n - i"'/2{ () (a i a) (. 1 ). () } uo=e cos- e --.- '" + ]+- SID- , 
2 SIDe 2 2 

(81) 

(82) 

n, - i"'/2{' () (a i a) (. 1 ) () } uo=e SID- e +-.- '" - J+- cos- . 
2 SID () 2 2 

The constants 

Cj,mJ== - 1!~(j + l)(j + 1 + mj ) 

insure the normalization on S 2 

r <'YJ'm)(sY~ ,)dn=8 .. ,8 ,; J., , } ) ,mj D mrJ 

(83) 

s = ±!. (84) 

One may regard no and n~ as operators that act on a func­
tion of spin weight zero to produce a function of spin weight! 
higher and lower, respectively. If we introduce the anti-invo­
lution S by s(a/3) = s/3sa, where 

s(~ap) = ~ (_1)[PI2Jap , 

for any Clifford sections a, /3, and apEr( 1\ P(M»), then the 
adjoint spinor;P is defined to be;P = b -Is 1/!. for some ele­
mentb thatsatisfiessP. = bPb -1. For the choice ofprojec­
tor in Sec. III we have b = el

• Let S3 (U) denote the three­
form part of a general inhomogeneous form U, then for any 
solution 1/! to Eq. (3) the real current three-form 

J = (4/i)S3(""") (85) 

is closed, dJ = O. Hence if I- denotes a spacelike hypersur­
face on which eO has no component and J vanishes on aI-, 
then writing t/J = I-i= t t/Ji /; yields 

i J = itt i (t/Jd1')e
l
l\cl\e

3
, (86) 

which is independent of I-. This result may be used to con­
struct a normalizable basis of spinor solutions on space-time. 
The solutions 1/1;;' (73) and <1>;;' (74) share an important 
property. They are simultaneous eigenforms of appropriate 
Lie derivatives associated with the rotational Killing vector 
fields 

KI = - sin ()ae - cot ()cos t/J a"" 
K2 = cos t/J ae - cot () sin t/J a"" 
K 3 =a",. 

For the Kahler case (74) 

L 2<1>;;' = - k(k + I )<I>'k, 

.!f K, <I>'k = im<l>;;', 

(87) 

(88) 

where L 2 = I-: = 1 .!f K,.!f K, and .!f K is the standard Lie der­
ivative on forms with respect to the local Killing vector field 
K. 

For a space-time spinor t/J we define 

.f/ Kt/J = SKt/J + 1 dK t/J, 

M. Panahi and R. W. Tucker 
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where k is the metric dual of any Killing vector field K. 
The definition (89) ensures that for any two Killing 

vectors K and K ' 

[ff K,ff K'] = ffIK,K']" (90) 

In terms of Killing Lie derivatives on spinors we find 

f; 2t/1k = - (k + !)(k + ~)t/Ik, 
.!£' K, t/Ik = i(m + !)t/Ik, 

where 
3 

f;2= ~ ff Kff K' 4J , , (91 ) 
;=1 

It is generally recognized 11 that the existence of a coordinate 
system that renders the Laplace-Beltrami equation for a p­
form 

(92) 

separable, depends on its relation to the Killing symmetries 
of the underlying metric. It is one of the main results of this 
paper that techniques similar to those separating the second­
order tensor equation (92) can be used to analyze the first­
order Kahler equation 44> = M4> as well as the spinor equa­
tion $t/! = Mt/!. In both cases we find that the angular 
dependence of solutions can be split off as simultaneous ei­
genforms of L 2 and.!£' K, orf; 2 and ff K, . This approach may 
be contrasted with the method in Ref. 12. The solutions in­
troduced in this paper have been used to illustrate the differ­
ences and similarities between solutions of the Dirac and 
Kahler equations in spherically symmetric space-times. 
They also emphasize the manner in which spinor wave equa­
tions for spinor sections of a Clifford bundle may be ana­
lyzed using techniques of differential geometry. 
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Symmetries of the massive Thirring model 
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For a Hamiltonian system every non-Hamiltonian symmetry gives rise to a recursion operator for 
symmetries. Using this method two recursion operators for symmetries ofthe massive Thirring 
model are constructed. The structure of the Lie algebra of symmetries generated by these 
operators is given. 

I. INTRODUCTION 

The existence of infinite series of symmetries is a very 
special property of a dynamical or Hamiltonian system. 
These series are often constructed by using a recursion oper­
ator for symmetries (also called Lenard operator, or strong 
symmetry or squared eigenfunctions operator). In Sec. II of 
this paper we make some general remarks on symmetries 
and tensor symmetries of a dynamical system. In particular, 
we show that for a Hamiltonian system every non-Hamilton­
ian symmetry gives rise to a recursion operator for symme­
tries. This method is applied to the massive Thirring model 
in Sec. III. Using two symmetries found by Kersten l and 
Kersten and Martini,2.3 we construct two recursion opera­
tors for symmetries of the massive Thirring model. These 
operators turn out to be each others' inverses. With these 
recursion operators we generate two infinite series of sym­
metries. One of these series corresponds to an infinite series 
of constants of the motion in involution. The other series 
consists of non-Hamiltonian symmetries. The correspond­
ing Lie algebra of symmetries is also described. In Secs. II 
and III we use the framework of differential geometry. In 
Appendix A we show how the, at first instance finite-dimen­
sional, differential geometry can be introduced on the topo­
logical vector space in which the Thirring model is studied. 
Some long expressions are given in Appendix B. Similar re­
sults as given in this paper for the massive Thirring model 
can be obtained for several other equations, see Ten Ei­
kelder.4 

We now make some remarks on the notation and ter­
minology. A tensor field with contravariant order p and co­
variant order q will be called a ( p,q) tensor field. The set of 
vector fields [ = (1,0) tensor fields] and the set of one­
forms [ = (0, 1) tensor fields] on a manifold JI will be de­
noted by &!"(JI) [resp. &!"*(JI)]. The contraction 
between a one-form a and a vector field A will be written as 
(a,A ). The Lie derivative in the direction of a vector field A 
will be denoted as .5t' A' Applied to a vector field B this Lie 
derivative equals the Lie bracket [A,B], i.e., 
.5t' A B = [A,B ]. Further we use the operators a = a/ax and 
a-I, defined by 

fx I fOO 
(a-I!)(x)= _oo!(y)dY - 2 _oo!(y)dy . 

Then a and a -I are both skew symmetric with respect to the 
L2 inner product. These operators are assumed to act on 
everything that follows them, except when otherwise indi­
cated. 

II. TENSOR SYMMETRIES OF A DYNAMICAL SYSTEM 

In this section we make some general remarks on sym­
metries of dynamical and Hamiltonian systems. Let X be a 
vector field on a manifold JI. With X thefollowing dynami­
cal system is associated: 

u(t) =X(u(t») (U(t) = :tU(t»). (2.1 ) 

A, possibly t-parametrized, tensor field Eon JI, which satis­
fies 

tER) (2.2) 

on JI, will be called a tensor symmetry of (2.1). It follows 
from Leibniz' rule that the tensor product of two tensor sym­
metries is again a tensor symmetry. Also every possible con­
traction in a tensor symmetry (or contracted multiplication 
of two tensor symmetries) yields again a tensor symmetry. If 
E is a completely skew-symmetric (O,p) tensor field (i.e., a 
differential p-form), then a new tensor symmetry can be con­
structed by exterior differentiation. 

A tensor symmetry of type (0,0) (i.e., a function) is 
called a constant of the motion or first integral. A tensor 
symmetry of type (1,0) (i.e., a vector field on JI) will be 
called asymmetry. Finally a tensor symmetry of type ( I, I ) 
will be called a recursion operator for symmetries. 

Let Z be a symmetry and E be an arbitrary tensor sym­
metry. Then 

2" x2" zE +!...2" zE at 
= 2" z2" xE + 2"lx,z JE + 2" zE + 2" zE 

= 2" z(2" xE + E) + 2"lx,ZJ +zE = O. 

So the Lie derivative of a tensor symmetry in the direction of 
a symmetry yields again a tensor symmetry (of the same 
type as the original one). 

Suppose A is a (I, I) tensor field and <P and 'II are skew 
symmetric (0,2) [resp. (2,0) 1 tensor fields. With these ten­
sor fields the following linear mappings are associated: 

A:&!" (JI )--+&!" (JI), 

$:&!" (JI )--+&!"* (JI), 

~:&!"*(JI )--+&!"(JI). 

To simplify the notation we shall drop the hat and identify 
the tensor fields with the corresponding mappings (see also 
Appendix A). This also enables us to speak of the Lie deriva-
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tive of such a mapping. In particular a two-form [ = skew­
symmetric (0,2) tensor field] 0 is identified with a skew­
symmetric mapping 0: 9l'" (..4')-+9l"'* (..4'). If the two-form 
is nondegenerate this mapping has an inverse 
O+-: 9l"'* (..4' )-+9l'" (..4'). 

Now suppose that X is a Hamiltonian vector field, i.e., 
there exist a Hamiltonian B and a symplectic form n on ..4' 
such that 

X=O+- dB. (2.3) 

The closedness of 0 implies that !f x 0 
= deUX) = d dB = O. Since n = 0 this means that 0 is a 
tensor symmetry of type (0,2). From O+- 0 = I we obtain 
that n+- is a tensor symmetry of type (2,0). Suppose that Fis 
a constant of the motion. Then the one-form dF is a tensor 
symmetry of type (0,1) and Y = O+- dF is a tensor symme­
try of type (1,0), i.e., a symmetry. So every constant of the 
motion gives rise to a symmetry. Note that all symmetries 
obtained in this way are (possibly t-parametrized) Hamil­
tonian vector fields on ..4' . 

Let Z be a symmetry. Then !f z n is a tensor symmetry 
of type (0,2). The contracted multiplication of the tensor 
symmetries O+- and!f zO [in terms of mappings: the com­
position of !f zn: 2"(JI)-+2"*(JI) and O+-: 
2"* (JI)-+ff"(JI) ] is a tensor symmetry of type (1,1). So 
for every symmetry Z, 

(2.4) 

is a recursion operator for symmetries. Since 0 is closed we 
have!f zO = d(OZ). So if Z is a Hamiltonian vector field 
we obtain by (2.4) the trivial recursion operator A = O. 
Only in the case where Z is a non-Hamiltonian symmetry 
(i.e., a symmetry with OZ not closed), we obtain by (2.4) a 
nonvanishing recursion operator for symmetries. So every 
non-Hamiltonian symmetry of a Hamiltonian system gives 
rise to a recursion operator for symmetries. 

If a system has a recursion operator for symmetries A, 
an infinite series of symmetries can be constructed by repeat­
ed application of this recusion operator to some symmetry. 
An important concept for understanding the algebra of sym­
metries generated in this way is the Nijenhuis tensor of A 
(see Nijenhuis5 and Schouten6

). With every (1,1) tensor 
field A is associated a ( 1,2) tensor field N A' called the Nijen­
huis tensor field of A, such that for all vector fields A, 

!f AAA - A!fAA =NAA. (2.5) 

The right-hand side of this expression is the contracted mul­
tiplication of the (1,2) tensor field N A and the vector field A. 
This results again in a ( 1,1) tensor field. The importance of 
recursion operators for symmetries with a vanishing Nij­
enhuis tensor field has already been noticed by Magri, 7 

Fuchssteiner,8 Fuchssteiner and Fokas,9 and Gel'fand and 
Dorfman. 10 It is easily seen how this property can be used. 
Let A and B be vector fields such that !fAA = aA and 
!f BA = bA fora,bER. DefineA k = AkA andBk = AkB for 
k = 0,1,2, .... Then 

[Ak,BI ] = !f Ak (NB) = (!f AkN)B + N!f AkB 

= (!fA N)B-N!fB(AkA) 
k 
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= (!f AkA/)B - A/(!f BAk)A 

+ Ak+/[A,B] 

= (!fAkA/)B-kAk+lbA +Ak+/[A,B]. 

If the Nijenhuis tensor field of A vanishes we have 

(2.6) 

!f AkA = Ak!f AA = aAk+ I. (2.7) 

Substitution in (2.6) finally results in 

[Ak,Bd = laBk+1 - kbAk+1 + Ak+/[A,B]. (2.8) 

If A is invertible we can also define Ak and Bk , for 
k = - 1, - 2, - 3, .... Using 

!f cA -I = - A -I(!f cA)A- I 

for every vector field C it is easily shown that in this case 
(2.7) and (2.8) also hold for negative integers k and I. 

III. RECURSION OPERATORS FOR SYMMETRIES OF 
THE MASSIVE THIRRING MODEL 

The massive Thirring model is the following system of 
partial differential equations for the functions U I (x,t), 
u2(x,t), VI (x,t), and v2(x,t): 

Ult = U lx + mV2 - R 2v l , 

U2t = - Ulx + mVI - R l v 2, 

VIt = Vlx - mU2 + R 2U l> 

V2t = - vlx - mU I + R l u 2, 

- 00 < x < 00, t> 0, 

(3.1 ) 

where RI = ui + vi and R2 = u~ + v~. We assume that U I, 

U2' VI' and V2 are smooth and, together with their x-deriva­
tives, decay sufficiently fast for Ixl-+oo. We shall study 
(3.1) in some reflexive topological vector space 71"', which is 
the Cartesian product of function spaces for U l' U2, VI' and V2• 

71'" and 71"'* are constructed in such a way that their duality 
map (.,.) is just the L2 inner product. In terms of 
U = (U 1,U2,V1,v2 )e7rwecan write (3.1) as 

(3.2) 

The nonlinear mapping X can be considered as a vector field 
on 71"'. In this section we shall continue to use the differential 
geometrical language of Sec. II. For a definition of the var­
ious differential geometrical objects in this infinite-dimen­
sional case see Appendix A. 

Define the function (functional) Bon 71'" by 

B = Joo (V1U IX - V2Ulx + mR - "!"R 1R2)dx, 
-00 2 

whereR = U 1U 2 + V 1V2• Moreoverlet the symplectic form 0 
be (represented by the linear mapping 0:71"'-+71"'*) 

o -1 
o 
o 

o 
o 
o 

~l) o . 
o 

Then it is easily verified that 
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x=n- dH, (3.3 ) 

i.e., the massive Thirring model is a Hamiltonian system 
with Hamiltonian H and symplectic form n. 

Symmetries for the massive Thirring model have recent­
ly been studied by Kersten l and Kersten and Martini.2

,3 

Amongst others they give the following symmetries: 

xo=( ~:), 
-U t 

- U2 

ZI = (1/m)pzXo - !mx(X2 + Xo) 

+ !mt(X2 - Xo) 

( 

!mu2 ) 
+ l. ~mul + 3v2x - ~RIU2 - !R2u2 , 

m ~mv2 

~mvI - 3u2x - ~RIV2 - ~R2V2 

2_1 = (1/m)PIXo + !mx(X_ 2 +Xo) 

+ ~mt(X -2 - Xo) 

(3.4 ) 

(3.5) 

(3.6) 

with P2 = (a -1(U2V2x - U2x V2 - ~IR2 + mR») and 
PI = (a I(UIVlx - ulxv, + ~IR2 - mR»). The expres­
sions for X2 and X_2 equal4m-2ys (resp. - 4m-2y6) in 
Refs. 1 - 3. These four symmetries have been found by Ker­
sten as symmetries of a prolonged exterior differential sys­
tem that describes the massive Thirring model. However, a 

A 

straightforward computation shows that Xo,Zo,Z I' and Z_I 
are also symmetries of the type considered in this paper. 

A simple computation shows that Xo = !l~ dFo and 
Zo = n- dG, where the constants of the motion Fo and G 
are given by 

(3.7) 

(3.8 ) 

A 

More interesting results are obtained from Z 1 and Z _ I' 
These symmetries are non-Hamiltonian vector fields, so we 
can construct recursion operators for symmetries A 1 and 
A_I by 
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(3.9) 

The rather lengthy expressions for AI and A_I found in this 
way are given in Appendix B. A tedious computation shows 
that 

AIA_l =1, (3.10) 

where I is the identity (1,1) tensor field on 'lr (Le., the 
identity mapping 'lr _'lr). So the two recursion operators 
for symmetries Al and A_ I are each others' inverses. Appli­
cation of AI and A_ I to Zo results in 

(3.11 ) 

We now define two infinite series of symmetries X k and Zk 
by 

X k = A~Xo, Zk = A~Zo, 
k = 0, ± I, ± 2, ± 3, .... (3.12) 

By considering the highest derivatives with respect to x in X k 

and Zk and the structure of AI and A_I it is easily seen that 
none of these symmetries vanishes. It follows from (3.11) 
and (3.12) that 2_1 = -Z_I' The expressions for the 
symmetries XI and X _I are given in Appendix B. From these 
expressions we see that the vector field X, which is trivially a 
symmetry, is given by 

(3.13 ) 

BecauseXo and Al do not depend explicitly on t (Le., Xo = 0 
and it.. I = 0), the same holds for all symmetries X k' Similarly 
we see that all symmetries X k do not depend explicitly on x. 
The time derivative of Zo is given by 

So the time derivatives of the symmetries Zk are given by 

Zk =!m(Xk +[ -Xk_ I ). 

The symmetries Xo, XI' X -1,x2' X -2' X 3, X -3' Zo, ZI' and 
Z _ I have already been given by Kersten. 1-3 In his notation 
they are called Y4 , - 2m- t y t , 2m- I y2, 4m- 2 ys, 
-4m- 2 y6 , 8m- 3 y7 , 8m- 3 yg, - Y

3
, m-IZ[, and 

- m- IZ 2 • 

After these elementary properties of the symmetries X k 

and Zk we now turn to the structure of the corresponding 
Lie algebra. Straightforward but long computations show 
that 

[Zo,Z.] = ZI' [XO,ZI] = 0, [Xo,Zo] = O. 
Hence 

2" z"A. = 2" z" (n- 2" z, n) = n~ 2" zo2" z, n 

=!l~ (2"rz".z, J!l + 2" z, 2" zon) (3.14) 

n~ 2" z,n = At, 

where we used that Zo is a Hamiltonian vector field (i.e., 
2" z !l = 0 and 2" z n~ = 0) and the formula 
2" r~.B ] = 2" A 2" B - 2"~ 2" A for all vector fields A and B. 
Similarly 
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!f x.AI = !f XO (O+- !f z, 0) = O+-!f xo!f z, 0 

= O+- (!f [Xo,Z, IO +!f z,!f XoO) = 0. (3.15 ) 

The structure of the Lie algebra of symmetries generated by 
theXk and Zk can be found now from (2.8) if the Nijenhuis 
tensor field of Al vanishes. A gigantic computation shows 
that this is indeed the case. From (2.8) we now obtain that 

[Xk,xd = 0, 

[Zk,Zd = (l-k)Zk+I' 

[Zk,xd = IXk+ I' 

k,l = 0, ± 1, ± 2, ± 3, .... 

Also (2.7) yields 

!f XkAI = 0, !f Zk AI = A~+ I, 
k = 0, ± 1, ± 2, ± 3, .... 

( 3.16) 

( 3.17) 

The recursion operators for symmetries A I and A_I 
have been found by substitution of Z I and Z _I ( = - Z - I) 
in (2.4). There are several other ways to construct recursion 
operators for symmetries. For instance, as explained in Sec. 
II, the Lie derivative of a recursion operator for symmetries 
in the direction of a symmetry yields again a recursion opera­
tor for symmetries. From (3.17) we see that in this way we 
only obtain powers of AI' Another possible method is to use 
higher derivatives of 0, i.e., to construct recursion operators 
of the form 

O+- 2'~, 0, O+- 2'~_, n, p= 1,2,3,... . (3.18) 

It is easily shown that this method also yields only powers of 
AI' From (3.9) andZ_ 1 = -Z_I we obtain 

2'z,n=OAI , 2'z_, 0 = -OA_ I · 

Using Leibniz' rule and (3.17) for k = 1 it is now easily 
shown by induction that 

!f~,n =p!nA), 

!f~_, n = ( - 1 )pp!nAP_ I = ( - 1 )pp!nAI-p. (3.19) 

So the recursion operators for symmetries constructed by 
(3.18) are also powers of AI' 

The Lie derivative commutes with exterior differenti­
ation. So we obtain from (3.19) the nontrivial conclusion 
that the two-forms OA) (p = 0, ± 1, ± 2, ... ) are all closed. 
This result is in fact a special property of recursion operators 
with a vanishing Nijenhuis tensor field, see, for instance, 
Fuchssteiner and Fokas.9 Using the closedness of OA1 it is 
easily shown that the symmetriesXk are Hamiltonian vector 
fields while the symmetriesZk (k #0) are non-Hamiltonian 
vector fields. This follows because the closedness of OA1 
implies that 

d(!lXk ) = d(!lA~Xo) = 2' XO (!lA~) = 0, 

d(nZk ) =d(nA~Zo) =2'z.<0M) 

= kOA~ #0, for k #0, 

(3.20) 

where we used (3.14) and (3.15) and that Xo and Zo are 
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Hamiltonian vector fields. The non-Hamiltonian symme­
tries Z k (k # 0) again give rise to recursion operators for 
symmetries. From (3.20) and the closedness of 0 we obtain 

O+- !fzkO=n-d(nZk) =kA}. 

So also in this way we obtain only powers of AI' 
On the linear space 'Jr the closed one-forms !lXk are 

exact, so there exist constants of the motion Fk such that 

X k = o+- dFk , k = 0, ± 1, ± 2, .... 

The explicit form of FI, F _ I' F2 and F _ 2 is given in Appendix 
B. From (3.13) we obtain H = !m (FI + F -I)' The proof 
that the constants of the motion Fk are in involution is stan­
dard. Using the skew symmetry of 0- and of 2' z, 0 we 
obtain for the Poisson bracket 

{Fk,FJ=(dFk,n- dF1) 

= (O(n- .2" z, n)kXo,(n- .2" z, O)IXo) = 0. 

Thus we have constructed an infinite series of constants of 
the motion in involution for the massive Thirring model. 

An infinite set of Hamiltonian forms of the massive 
Thirring model is now easily obtained. Some elementary 
manipulations lead to 

X= (OA~)-ld(!m(Fk+ I +Fk_ I », 
k = 0, ± 1, ± 2, .... 

So we can consider X as the Hamiltonian vector field with 
Hamiltonian !m (Fk + I + Fk _ I ) and symplectic form OA~, 
for k = 0, ± 1, ± 2, .... Note that the original Hamiltonian 
form of the Thirring model (3.3) is obtained for k = 0. 

Finally we give a very simple recursion formula for the 
constants of the motion Fk • The Hamiltonian vector field 
corresponding to .2" z, Fk is given by 

O+-d.2" Z, Fk = n+- 2' z, dFk = n+- .2" z, (!lXk ) 

= AIXk + [ZI,xd = (1 + k)Xk+ I 

= (1 + k)n+- dFk + I . 

This yields the recursion formula 

1 1 
Fk+l =--2'z Fk=--(dFk,ZI)' k#-1. 

k+l ' k+l 
In a·similar way we obtain 

1 1 
Fk I =--.2"z Fk=--(dFk,Z_I)' k #1. - k - 1 -. k - 1 

In terms of the operator implementation of the differential 
geometry (see Appendix A) these two expressions read 

1 f"" (8Fk I 8Fk 2 Fk + 1 =-- --ZI +--Zl 
k + 1 - "" 8u I 8u2 

+ __ k Z~ +_k_Z~ dx, 8F 8F) 
8vI 8V2 

F 1 foc (8Fk I 8Fk 2 

k-I = k _ 1 _ "" 8U
I 

Z -I + oU
2 

Z -I 

8F 8F ) +~Z3_1 +~Z~I dx, 
uV I uV2 

where Z:, Zi, zL Z~ and ZI_1> Z2_ 1, Z3_1> Z~ I are 
the four components of the symmetries Z 1 (resp. Z _ 1 ). 
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APPENDIX A: DIFFERENTIAL GEOMETRY ON A 
TOPOLOGICAL VECTOR SPACE 

In the preceding section we worked completely in the 
setting of differential geometry. The used differential ge­
ometrical methods have a sound foundation on finite-dimen­
sional manifolds. However, the massive Thirring model is 
considered on an infinite-dimensional topological vector 
space JI = Y. In this Appendix we shortly describe how 
the necessary differential geometry can be introduced on the 
topological vector space Y. A more comprehensive treat­
ment is given in Ten Eikelder.4 We assume that Y is reflex­
ive. The duality map between Yand y* will be denoted by 
(.,.). Since Y is a linear space, we can make the following 
identifications for its tangent bundle and cotangent bundle: 

y Y = Y X Y, y* Y = Y X Y*. 

Using these identifications it is easy to introduce (objects 
similar to) vector fields, differential forms, and tensor fields 
on Y. A vector field A on Y is a mapping 

A: Y -YX Y: uI---+(u,A (u»), 

where A : Y - Y is a possible nonlinear mapping. So we can 
identify the vector field A with the mapping A. Therefore A 
also will be called a vector field. To simplify the notation we 
shall drop the tilde and write A instead of A. In a similar way 
we can introduce one-forms and tensor fields of higher or­
der. This results in the following "conversion table": 

AE2"( Y), vector field A:Y_Y 

aE2"*(Y), one-form 

<I> (0,2) tensor field 

\II (2,0) tensor field 

A (I, I) tensor field 

a: Y _ y* 

<I>:Y _L(Y,Y*), (AI) 

I{I: Y _L ( Y*, Y) 

A: Y _L ( Y, Y) 

where L ( Y I, Y 2) denotes the linear continuous mappings 
from Y I to Y 2• For instance, the contracted multiplication 
between a (0,2) tensor field <I> and a (1, I) tensor field A 
yields a (0,2) tensor field represented by the mapping <l>A: 
Y _L (Y,Y*): UI---+<I>(u )A(u). In a similar way we can 
introduce higher-order tensor fields on Y. For instance, a 
(0,3) tensor field a on Y can be represented by a mapping 
a: Y _L ( Y ,L (Y,L ( Y,R) ) . 

Next we introduce Lie derivatives and (for differential 
forms) exterior derivatives. First some remarks on differen­
tial calculus in a topological vector space. Suppose 71'"1 is 
some topological vector space and / is a (nonlinear) map­
pingf Y -71'"1' Then/is called Gateaux differentiable in 
uEYifthere exists a mapping/, (U)E L( Y,7I'"1) such that 
for all VE7I'" 

lim(lI€)(f(u + €V) - feu) + €/'(u)v) = 0. 
E->O 

If/is Gateaux differentiable at all points uEY we can con­
sider the Gateaux derivative as a mapping /': 
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Y -L ( Y, Y I)' Suppose /' is again Gateaux differentia­
ble in uEY. The second derivative of/in uEY is then a 
mapping/"(u)EL(Y,L(Y,YI »). This mapping can be 
considered as a bilinear mapping /" ( U ): Y X 71'" - Y I' 
Under certain conditions (see, for instance, Yamamuro ll ) 

this mapping is symmetric: /" (u) (v,w) = /" (u) (w,v), for 
all v,wEY. 

Suppose B: Y -Y is (represents) a vector field. The 
Gateaux derivative in UEY is a linear mapping 
B ' (U)E L ( Y, Y). The dual of this mapping is denoted by 
B ,* (u) E L ( Y*, Y*). The Lie derivatives in the direction 
of a vector field B of a function F: Y -R and of the various 
tensor fields (vector fields, one-forms) considered in (A I ) 
are defined by 

X' BF(u) = F'(u)B =(F'(u),B), 

X' BA(U)=[B,A ](u) =A '(u)B(u) 
- B '(u)A(u), 

X' Ba(u) = a'(u)B(u) + B '*(u)a(u), 

X' B<I>(U) = (<I>'(u)B(u») + <I>(u)B '(u) 

+ B '*(u)<I>(u), 

X' BA(u) = (A'(u)B(u» + A(u)B '(u) 

-B'(u)A(u), 

X' B l{I(u) = (1{I'(u)B(u» - \II(u)B '*(u) 

- B '(u)l{I(u). 

(A2) 

First some remarks on the notation in these expressions. 
Consider the formula for X' B <1>. Since <1>: Y -L ( Y, Y*) 
we have <I>'(u)EL (Y,L( Y,Y*»). So (<I>'(u)B) 
E L( Y, Y*) and (<I>' (u)B )CEY* for B,CEY. By defini­
tion, 

(<I>'(u)B)C = limO/€)(<I>(u + €B)C - <I>(u)C). 
E->O 

Of course, in general this expression is not symmetric in B 
and C. Therefore we shall always insert brackets in expres­
sions of this type. It is easily seen that the Lie derivative of an 
object yields again an object of the same type. Note that the 
expressions given in (A2) strongly resemble the formulas 
for Lie derivatives in terms of local coordinates on a finite­
dimensional manifold. 

Now we tum to exterior derivatives of differential 
forms. Two-forms will be identified with skew-symmetric 
(0,2) tensor fields, i.e., <1>: Y _L ( Y, Y*) represents a 
two-formif<l>(u) = -<I>*(u) foralluEY. LetF: Y_R 
be a function ( = zero-form), a: Y _y* be a one-form, 
and <1>: Y -L( Y,Y*) be a two-form. Then the exterior 
derivatives of F, a, and ct> are the one-, two-, and three-forms 
defined by 

dF: 71'"-71'"*, ul---+F'(u) [so dF(u) =F'(u)], 

da: 71'" -L( Y,7I'"*), ut---+a'(u) - a'*(u), 

dct>: 7I'"_L(7I'",L(7I'",L(7I'",R»)), (A3) 

given by 

dct>(u)(A,B,C) 
= «<I>'(u)A)B,C) 
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+ «(<t>'(u)B)C,A) + «(<t>'(u)C)A,B). 

Also these definitions strongly resemble the expressions in 
local coordinates of exterior derivatives of differential forms 
on a finite-dimensional manifold. 

Definitions as above can, of course, always be given. The 
important observation, however, is that all formulas from 
classical differential geometry on a finite-dimensional mani­
fold also hold in this case. The proofs of all used formulas are 
identical to the proofs in terms of local coordinates of the 
corresponding formulas on a finite-dimensional manifold. 
In particular we often used that for a closed two-form <t> and 
an arbitrary vector field A, the identity 2' A <t> = d( <t>A) 
holds. 

In the case of the massive Thirring model the duality 
map (.,.) between 'Jr and 'Jr. is the L2 inner product. In 
that case the derivative F' (u) of a function (functional) F on 
'Jr is usually denoted as 8F /8u, the variational derivative of 
F. In terms of partial derivatives this means 

8F 

8u 1 

8F 

8U2 
dF(u) = 8F 

8v 1 

8F 

8v2 

APPENDIX B: SOME EXPLICIT FORMULAS 

The symmetries X I and X_I are given by 

( 

mV2 - vIR2 ) 
_ 1 - 2u2x + mVI - V2R I 

X I -- , 
m -mu2 +u 1R2 

1 
A,=-

m 

1 A_,=-
m 

1409 

- 2V2x - mU I + u2R I 

- (3122) + {324I} - (3212) + {3142} 
+ {34} + m - 2v,v2 

- (4121) + {3142} - (4211) + {324I} 
- (21) + m - 2u,u2 + {44}- (22) -R,-R2 

(1122) - {122I} (1212) - {I122} 
- {14} + 2u,v2 

(2211) - {122I} 
- (41) - 2U,V2 - {24} - (42) - 2a 

(3122) - {324I} (3212) - {3142} 
+ {33} - (11) -R, -R2 - (12) + m - 2u,u2 

(4121) - {3142} (4211) - {3241} 
+ {43} + m - 2v,v2 

- (1122) + {1221} - (1212) + {I122} 
- {13} - (31) + 2a - (32) - 2U2V, 

- (2121) + {1122} - (2211) + {122I} 
- {23} + 2U2V, 

J. Math. Phys., Vol. 27, No.5, May 1986 

The constants ofthe motion Fit F -I' F2, and F -2 are given 
by 

+ ..!...m2(RI + R2) - 2m (U2xVI + Ulx V2) 
2 

+ 2ut, + 2vt, + 2R1(U2xV2 - V2xU2) 

+ 4U2V2(U2xU2 - V2x V2) )dX, 
1 Joo (1 F_2=-2 -RIR2(R I +R2) -mR(RI +R2) 

m -00 2 

+ 2ut. + 2vix + 2R2(v1x u1 - U1xV1) 

+ 4ulvl(vlxvl - utxu1) )dX. 
To reduce the expressions for the recursion operators we 
introduce the following abbreviations: 

(ij kl) = Uj a -Iu jR k + ujR/ a -Iu j' 

i,j = 1,2,3,4, k,l = 1,2, 

{ij kl} = mUj a -Iu j + mUk a -IU/, 

i,j ,k,! = 1,2,3,4, 

(ij) = 2u jx a -Iu j' i,j = 1,2,3,4, 

{ij}=2u j a- lu jX ' i,j= 1,2,3,4, 

where U3 = VI and U4 = V2. The recursion operators for sym­
metries of the massive Thirring model AI and A_I are now 
given by 

- (3322) + {3443} - (3412) + {3344} 
- {32} + 2u2v, 

- (4321) + {3344} - (4411) + {3443} 
- {23} - 2U2V, - {42} - (24) + 2a 

(1322) - {1423} (1412) - {1324} 
+ {12} + m - 2u,u2 

(2321) - {1324} (2411) - {1423} 
- (43) + m - 2V,V2 + {22} - (44) - R, - R2 . 
(3322) - {3443} (3412) - {3344} 

- {3I} - (13) - 2a - (14) - 2U,V2 

(4321) - {3344} (4411) - {3443} 
- {4I} + 2u,v2 

- (1322) + {1423} - (1412) + {1324} 
+{11}- (33) -R,-R2 - (34) + m - 2v,v2 

- (2321) + {1324} - (2411) + {1423} 
+ {2I} + m - 2u,u2 
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In the SO(3,2) symmetric strong curvature and related dielectric description of the quantum 
chromodynamic vacuum, the classical Maxwell equations are solved for charged particles 
moving along geodesics. An alternative five-dimensional description of the quark and gluon 
dynamics is studied in detail. Some interesting features of the anti-de Sitter bag are discussed. 

I. INTRODUCTION 

Although space curvature is intimately connected with 
a dielectric description for electromagnetism as shown in 
Ref. 1, its relevance for strong interactions has only been 
developed recently.2 As recognized by Salam and Strathdee3 

several years ago, the best candidate for strong curvature is 
the closed SO(3,2) symmetric anti-de Sitter universe. Two 
superimposed geometries, one for electromagnetism and an­
other for strong interactions, describe in this view the dy­
namics of quarks, gluons, electrons, and photons. However, 
the connection with the standard quantum chromodynamic 
(QCD) theory for strong interactions was hard to make. In 
that area of physics most theoreticians preferred the ap­
proach of Kogut and Susskind4 and Lee,s which describes 
the QCD vacuum in terms of a chromodielectric field. The 
first sign of a possible "vierbein coupling" for quarks with 
the dielectric field appeared in the work of Nielsen and Pat­
k6s.6 In an elaborated investigation,7 we showed that the 
concept of symmetry breaking gives an interesting strategy 
for the derivation of the SOC 3) X SOC 2) symmetric back­
ground field from QCD. 

A model for hadrons, in which quarks, antiquarks, and 
gluons move inside a finite spherical and strongly curved 
anti-de Sitter universe, is discussed in a series of papers. 7-10 
The radius of this spherical baglike structure is related to the 
average level splittings of hadron spectra, which we know 
are nearly flavor mass independent. Consequently the radii 
are about the same for all hadrons (or at least for all mesons) 
and can be taken to be universal for a first inspection of the 
properties of the hadrons described by the anti-de Sitter bag. 
The associated spectrum is flavor mass independent and 
equidistant, which at first sight does not seem to be in agree­
ment with the experimental observations. However, in the 
nonrelativistics limit of our model, where the valence par­
tons are bound by harmonic oscillator forces with universal 
frequency, we have shown that an equidistant flavor mass 
independent bare spectrum can lead in a natural way to the 
physical spectra once the influence of hadronic decay has 
been taken into account. In several papers the properties of 
bare hadrons versus physical hadrons are discussed}·1l·12 
The main aim of these investigations was to show that the 
properties of bare hadrons cannot be easily understood from 
the spectra and the decay properties of the physical hadrons, 

but that one has to derive and agree on a method for the 
subtraction of strong decay effects. 

The testing ground for this approach is the spectra and 
other properties of hadrons. A rigorous theoretical frame­
work does not exist, and therefore many models have been 
suggested. In the bag model13 quarks and gluons move freely 
inside a cavity with a sharp boundary. In QCD inspired non­
relativistic Schr&linger models,I4-18 interquark potentials 
rise to infinity. All these models consider hadrons as quark 
bound states, a concept that has been fruitful in other areas 
of physics. Moreover they all have quark confinement built 
in a priori. They all do not seem to support the harmonic 
oscillator description that follows from the anti-de Sitter dy­
namics, however, although it cannot be stated that no atten­
tion at all has been paid to strong decay (see, e.g., Refs. 18-
20), we feel that in most investigations the effect of it on the 
theoretical predictions has been underestimated. In Ref. 21 
our results in the nonrelativistic limit are compared with the 
experimental data of heavy quarkonia and in Refs. 12, 22, 
and 23 it is shown that even the light mesons with, however, 
not very light constitutent valence quarks, fit well in our 
scheme. Our calculations show that the properties of the 
bare hadrons can be considerably different from those of the 
physical hadrons due to strong decay. 

The connection between the anti-de Sitter bag and QCD 
is extensively dealt with in Ref. 7. There we assume that the 
Lagrangian of the scalar field, which is to be associated with 
the chromodielectric, has the naive conformal symmetry of 
the gluon sector. Fubinj24 showed that breaking to an 
SO(3,2) symmetric solution is possible if one starts from a 
conformal invariant Lagrangian for a scalar field u. We as­
sume that the solution for u is relevant for the description of 
hadrons. In conformal coordinates the Fubini solution has 
singularities in space and time. For the description of con­
finement we use the central projection coordinates,8 for 
which the singularities become spacelike and static, defining 
the closed and localized domain in space, which we called 
the anti-de Sitter bag before. Our study of u leads to the 
strong interaction picture of quark confinement. 

We assume that broken conformal symmetry is a valu­
able framework to understand the hadronic spectra. In our 
choice we are left with anti-de Sitter symmetry, which does 
not contain Poincare symmetry. Note, however, that the 

1411 J. Math. Phys. 27 (5), May 1986 0022-2488/86/051411-08$02.50 @ 1986 American Institute of Physics 1411 



                                                                                                                                    

broken O( 4,2) group describes part of the internal structure 
of a hadron, rather than the whole world. Our (T solution, 
which represents the gluon sector of a localized system like a 
hadron, by itself does not need to preserve Poincare symme­
try. In Ref. 7 we describe in detail how the coupling ofpho­
tons to the scalar field (T via a tensor tJ.'v leads to the above 
mentioned central projection. The tensor tJ.'v can be consid­
ered as the photon metric and becomes Minkowskian (i.e., 
diagonal +, - , - , - ) under the central projection. This 
way we obtain two metric fields: one curved metric to which 
the strong interacting fields are coupled and one flat metric 
which couples to ordinary electromagnetism. 

The precise connection between the color electromag­
netic properties of the gluon background medium and our 
strong curvature description is discussed in Refs. 1 and 2. 
There we have shown that our dielectric and magnetic sus­
ceptibility functions differ from those suggested in the main 
literature (see, e.g., Ref. 5). The differences being that in our 
case these quantities are tensors rather than scalars and 
equal rather than inversely proportional. The consequences 
of these properties are, however, in agreement with what we 
expect to find as we will show briefly in this investigation. 

We conclude that it is worthwhile to study the anti-de 
Sitter bag in more detail. The final goal might be to study 
perturbation theory in this strongly curved universe. For the 
moment we suffice with the study of ordinary electromagne­
tism in the five- and four-dimensional descriptions of anti-de 
Sitter space. (See also Ref. 25.) 

In this paper we investigate the advantage of the five­
dimensional approach as a basis for further calculations. For 
this we restrict ourselves to the Abelian case because the 
extension to the non-Abelian case is straightforward but not 
necessary for a first inspection. 

II. ABELIAN CHROMODYNAMICS AND MAXWELL'S 
EQUATIONS IN ANTI-DE SITTER SPACE 

The static version of the anti-de Sitter bag with finite 
spatial radius R embedded in Minkowskian coordinates x I' 
(throughout this paper it is understood that Greek indices 
run from 0 to 3, that Latin indices a,b,c,d, ... run from 1 to 5, 
and that Latin indices i,j,k,l, ... run from 1 to 3) is given by 
the metric 

and 

goo(xo,x) = (1-ar)-I, gOi =g,u =0, 

gij(XO,x) = (1- ar)-I{7]ij - (1- ar)-Iaxix '}, 

(2.1 ) 

where 

a=R -2, 

r = - 7]ijxix j
, 

and 

7]J.'V = diag( + , - , - , - ). 
Metric (2.1) describes the 0(3,2) invariant four-di­

mensional curved surface sa Sa = R 2 embedded in flat five 
dimensions with coordinates sa and metric 7] ab 
= diag ( -, -, -, +, + ), under the central projectionS 

given by 
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(Si'S4,S5) 
=(1-ar)-1/2 

X (xi,R sin(xoIR),R cos (xOIR»). (2.2) 

In the following, we study electromagnetism simultaneously 
in the xl-' and sa coordinates. 

We assume that the Lagrangian for a charged scalar 
field (J (sa ) in the four-dimensional hypersurface sa Sa = R 2 

can be written 

!/«(J) = 7]ab(aa (J)(ab (J*) - m(m + (3/R»)(J(J*, 

where the tangentional derivative aa is defined by 

o a b a 
aa = a

s
a - aSaS as b ' 

and which satisfies the condition 

saaa = o. 

(2.3 ) 

(2.4) 

(2.5) 

The generalized Klein-Gordon equation for (J(sa), which 
follows via the Euler-Lagrange equation 

a!/ _ a a!/ = 0 (2.6) 
a(J* a aa(J* ' 

from the Lagrangian (2.3) reads 

M2(J = mR(mR + 3)(J. (2.7) 

In (2.7) the generalized angular momentum operator in five 
dimensions M 2 is defined by 

= - ~ (sa a;b - Sb a;J (Sa a;b - Sb a;a) 

= - R7]abaaab. (2.8) 

The five-dimensional electromagnetic vector field Aa de­
fined on the hypersurface sa Sa = R 2 might be chosen such 
that it satisfies the analog ofEq. (2.5), i.e., 

SaAa = 0, 

and transforms under the gauge 
---+exp(ie8(s) )(J(s) according to 

Aa-Aa + aa 8(S). 

(2.9) 

transformation (J (5) 

(2.10) 

From (2.10) it follows that the Lagrangian (2.3) can be 
attributed with electromagnetism by means of the minimal 
substitution 

aa-ila -ieAa' (2.11) 

Equation (2.11) allows the comparison of the five compo­
nents of the vector field Aa and the four components of the 
usual vector field AI' ' which can be introduced by means of 
the standard minimal substitution 

aJ.' = ~-aJ.' -ieAI-'" (2.12) ax I' 
We might use (2.2) to derive the relation between aa from 
(2.4) and a I' to obtain 

o 0 0 _2 1/2 (ai ,a4 ,aS ) = (1 - ar) 

X (ai,cos (~) ao - ~ sin (~) Xkak, 
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(2.13) 

This equation together with (2.11) and (2.12) leads to the 
relation between AI' andAa: 

- - - ...2 1/2 (A I .A4.AS ) = (1 - ar) 

X (A;oCOS (~) Ao - ! sin (~) xkAk' 

- sin (~) Ao - ! cos (~) xkAk) , 

and the reverse relations 

(Ao.A;) = (A4 ~ -As ~ ,(1 +ap2 )1/2A;) , 

wherep is defined by 
2 2 f: If: . P = S = - 7J1}~ ~ 1. 

(2.14a) 

(2.14b) 

(2.15) 

From (2.14a) together with (2.2) it is easy to check that 
Aa (S) satisfies the condition (2.9). Under hyperspherical 
rotations, Aa = 7Jab Ab transforms as a vector field. More­
over hyperspherical rotations induce coordinate transfor­
mations in the four-dimensional formulation of the anti-de 
Sitter bag (2.1 ). Under such coordinate transformations A I' 
transforms according to 

A' = ax
v 

A . (2.16) 
I' ax'J' v 

Next we want to construct an antisymmetric 5 X 5 electro­
magnetic tensor field Fab , for the five-field Aa , that satisfies a 
condition similar to (2.9), i.e., 

SaFab = 0, (2.17) 

and for which the kinetic term equals the similar term for the 
four-potential AI" i.e., 

-lFabFab = -lFJ'vFJ'v' (2.18) 

A choice that satisfies these conditions is26 

Fab = (aa - aSa )Ab - (ab - aSb )Aa. (2.19) 

Let us check the invariance of the choice (2.19) under the 
gauge transformation (2.10): 

F~b =Fab + [aa,ab]8(s) -a(Saab -Sbaa)8(s) = Fab . 

(2.20) 

The relations between the components of Fab and FJ'v read 

FI} = (1 - ar)FI}' 

- {(XO) 1. (XO) k } F41 = (l-ar) cos R Fo; - }ism R X Fk; , 

- {.(XO) 1 (XO)k} Fs; = (l-ar) -sm}i Fo; - }icos }i X Fk; , 

(2.21a) 

and 

- ...2 1 k F4S = (l-ar) -x FkO ' 
R 

and the reverse relations 
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2 -Fij = (1 +ap )Fij' 

and 

(2.21b) 

With the use of Eq. (2.21) it is easy to verify that for the 
kinetic terms the equality (2.18) holds. 

Starting from (2.18) the Euler-Lagrange equations 
(2.6) for Aa lead to the free field equations 

b" " - b"" - -7Ja aaabAc - 7Ja aaacAb - 3aAc = O. 

In the generalized Lorentz condition 

O - aba" A- - J'V.4 -71 a b -g f:iJ';v' 

Eq. (2.22) can be reduced to 

(M 2 + 2)Aa = O. 

(2.22) 

(2.23 ) 

(2.24) 

Equation (2.24) is the conformal invariant form ofEq. (2.7) 
for mR = - 1 (or mR = - 2), the form of which has to be 
associated with "massless" fields. 

The operator M2, which is defined in (2.8), can be ex­
pressed in the Minkowskian coordinates x I' via the central 
projection (2.2) . We obtain 

M2=R2(1-ar){-a~ +a;-a(x;a;)2}. (2.25) 

So if we combine expressions (2.25) and (2.24) the differen­
tial equation in flat coordinates x I' for each component of 
the field Aa reads 

R 2[ (1- ar){ - a~ + a; - a(x la;)2} + 2a]Aa = O. 

(2.26) 

In the following we will study solutions of the inhomogen­
eous generalization ofEq. (2.26). 

III. THE DIELECTRIC DESCRIPTION 

Suppose we place a unit charge somewhere inside the 
anti-de Sitter bag (2.1). Then in terms of a static vector 
potential for which we choose only one nonvanishing com­
ponent 

AI' (x) = (Ao(x),A(x) = 0), (3.1) 

we expect to obtain an equation of the form 

t} Ao(x) = 8(x - a), (3.2) 

where t} is a differential operator and a is the position of the 
unit charge. In the Appendix we show that the anti-de Sitter 
bag (2.1) can be described in terms of a local dielectric func­
tion Eij (x) for which the operator t} of (3.2) would satisfy 
(see also Ref. 1) 

t} Ao(x) -aiD; (x) = a;EI} (x)Ej (x) 

= - a;EI} (x)aj Vex), (3.3) 

where D, E, and V are the displacement field, the electric 
field, and the electric potential of the charge distribution 
(3.2), respectively. First we will derive the connection 
between (3.3) and the more general equation (2.26). From 
(2.14a) we obtain for the static vector potential (3.1) the 
corresponding A field 

- - - _2 1/2 (A I .A4.AS ) = (1 - ar) 
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x (o,o,o,cos (~) Ao, - sin (~)Ao). 
(3.4) 

Ifwenext apply (2.26) to, e.g.,A4 of (3.4) then we obtain for 
the free field equation 

R 2(1 - ar)3/2 cos (xo/R) 

X{a: - a(Xiai )2 - 2axiaJAo(x) = O. (3.5) 

In (3.5) the time derivative disappeared because Ao(x) is 
static. So finally we end up with a differential equation for 
the potentialAo(x), which might be written in the form 

(1- ar)-1/2{a: - a(Xia i )2 - 2axiaJAo(x) = O. 

(3.6) 

Equation (3.6) can again be rewritten to read 

a/(1- ar)-1/2(c5ij - axjxi)ajAo(x) = O. (3.7) 

Comparison of (3.7) with (3.3) gives for the dielectric ten­
sorthe form 

Eij(X) = (1 - ar)-1/2{c5ij - axjx)}, (3.8) 

which is in agreement with the result published in Ref. 1. In 
the Appendix it is also shown that the magnetic susceptibil­
ity tensor following from the medium (2.1) is equal to the 
dielectric tensor (3.8). 

In the more general case where we do not start out from 
the free Lagrangian (2.18) but also allow source terms to be 
present, the field equations for the A field might read 

(3.9) 

For the AI' field in the curved space (2.1), the similar equa­
tion read 

(3.10) 

In the Appendix it is shown how (3.10) for the metric (2.1) 
can be interpreted in terms of the electromagnetic constants 
(i.e., dielectric constant and magnetic susceptibility, respec­
tively). It is straightforward to obtain the relations between 
the components of the currentsJa of(3.9) andJI' of(3.1O). 
In the gauge (2.23) we obtain the relations 

- - - 1/2 (Jj ,J4,JS) = (1 - ar) 

X (JoCOS (~) Jo - ~ sin (~) XkJk, 

- sin (~) Jo - ~ cos (;) XkJk) , 

(3.lla) 

and the reverse relations 

(Jo,Jj) = (J4 ~ - Js ~ ,( 1 + ap2) 1/2Jj). (3.lIb) 

The relations (3.11) between J and J are similar to those for 
A and A (2.14). This is what we had to expect, because the 
transformation properties for J and J under hyperspherical 
rotations and associated coordinate transformations, respec­
tively, are the same as for A andA. 

With the results of this section we are sufficiently pre-
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pared to solve the field equations for the electromagnetic 
field in the anti-de Sitter bag for a given charge configuration 
and to select the most convenient description in each specific 
case. For instance in the dielectric description we can formu­
late the problem in terms of static Maxwell equations and 
define E, D, H, and B fields, which allow a transparent inter­
pretation. Formulated in terms of A fields the interpretation 
might be obscure but the transformation properties under 
SO(3,2) hyperspherical rotations are very convenient. The 
concept of strong curvature and the use of x I' coordinates 
connects the problem with general relativity and the ma­
chinery developed in that area of physics. 

IV. A AND A FIELDS FOR CHARGES MOVING ALONG 
GEODESICS 

The practical use of the five-dimensional description is 
most conveniently studied from the solutions of (3.10) for 
electric charges moving along geodesics. Let us first consider 
the spherical symmetric case of an electric charge at the cen­
ter of the space (2.1). In this case we assume for the current 
JI' the form 

JI' = (Jo = qc5(x),J = 0), (4.1) 

and for the vector potential AI' the form 

AI' = (Ao(r),A = 0). (4.2) 

With (4.1), ( 4.2), and (2.1) Maxwell's equations 
(3.10) reduce to 

{a 2 j 2 j } j-a(xaj ) -2axaj Ao = -qc5(x), (4.3a) 

or in terms of the dielectric (3.11) 

(4.3b) 

the equations of which are solved by 

(4.4) 

In Sec. V we come back to an interesting feature of this solu­
tion. 

From solution (4.4) one can calculate all electromag­
netic fields for the case of a single charge in the center of the 
anti-de Sitter bag. For this the necessary equations are 

and 

FI'Y = al'Ay - ayAI" 

E j (x,t) = FOj (x), 

B j (x,t) = - !Eijkl'jk (x), 

Dj(x,t) = -~ -g(x)FOj(x), 

H/(x,t) = -!~ -g(X)EijkFjk(x). (4.5) 

The D and H fields could equivalently be derived from the E 
and B fields, respectively, via the electromagnetic constants 
Eij (x) andJLij (x) with 
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DI (x,t) = Eij (x)Ej (x,t), 

and 

Bi(x,1) =Jlij(x)~(x,t). (4.6) 

If we insert the static solution (4.4) into Eqs. (4.5) and 
( 4. 6), then we obtain 

and 

FOi (x) = (qI41r) (1 - ar) -l/2(x1lr), 

Fij(x) =0, 

D(x,t) = (qI41r)(xlr), (4.7) 

B(x,t) = O. 

Let us next study the I current and the A. and F fields in the 
five-dimensional description. From the Eqs. (3.lla) and 
( 4.1 ), we find for the current 

la =q~(X).(o,o,o,cos(~),-Sin(~)), (4.8) 

and from Eqs. (2.2), (2.14a) and (4.4), we find analogously 
for the vector field 

- q 1 - ar ( (XO) (XO)) 
Aa = 417' r O,O,O,cos Ii ' - sin Ii ' 

q 1 ( 55 54) 
= 41r p( 1 + ap2) 0,0,0, R' - R ' (4.9) 

wherep is defined in (2.15). The tensor field can be found 
from (2.21b) and (4.7) and reads 

Fij=O, 

F4i = (qI41r)(lIRp3)5 55 i, 

FSi = - (qI41r)( lIRp3)5 45 i, (4.10) 

and 

The first observation from (4.9) is that A. a has two nonzero 
components in the four and five directions. This is quite un­
erstandable since a static charge in the anti-de Sitter bag is 
the projection of the line given by 

(S4)2+(5 s)2=R2, (4.11) 

in the 0(3,2) invariant hypersurface (2.2). The next obser­
vation is that the nonzero components of A. approach zero 
faster than p -I in the limit p_ 00. We find 

(4.12) 
p-+oo 

We next come to the point of the electromagnetic fields 
for charged particles that move along geodesics in the anti­
de Sitter bag. All geodesics in this space are connected via 
SOC 3,2) transformations. So we can start out from the static 
charge in the center of the bag and boost it up via a SO(3,2) 
boost. Associated with such a boost is a coordinate transfor­
mation 

(4.13) 

and since AI' and FJJv transform as a vector and a tensor, 
respectively, we can find the A ~ and F ~v for the boosted 
particle via 

A '= ax
v 

A 
I' axil' v 

ax" ax p 

and F~v = ----F"p. 
ax'JJ ax'" 

(4.14) 

However, the complete calculation (4.14) even for the sim­
pie case (4.7) is in general quite tedious. For that reason, it is 
more convenient to consider the boost in five dimensions and 
its effects on the five-vector and five-tensor fields. 

Let us consider the case of an electric charge oscillating 
along the x axis. For an SOC 3,2) transformation in five space 
that boosts the electric charge (4.1) as to make geodesic 
oscillations along the x axis with frequency R - I and ampli­
tude a, we might choose 

(1 - aa2) -1/2 0 0 0 (aiR) (1 - aa2) -1/2 

0 1 0 0 0 
(Aa

b ) = 0 0 0 0 
0 0 0 0 

(aiR) (1 - aa2) -1/2 0 0 0 (l_aa2)-1/2 

The associated coordinate transformation in the anti-de Sitter bag reads 

x' 
y' 

z' 
sin(t'IR) 

cos(t'IR) 

= sm2 
- + -'-----'---'--,-="-"":"'" {

. t (cos(t IR) + aax)2} -1/2 

R l-aa2 

The tensor Fab transforms according to 

F- I - AC Ad eg ih'F- (4 17) 
ab -17ac 17bd e /17 17 gh' • 

For the specific F of (4.10) under the transformation (4.15) 
we find 
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x + a cos(t IR) 

z 
sin(t IR) 

cos(t IR) + aax 

~1-aa2 
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and 

1" = -.s;I {~ to I + a
p2

} 
14 R ~ R 2 ' 

1';5 =.s;I(1-aa2 )1/2 L sI, 
R 

1'i3 =0, 

1'i4 = -.s;I(1-aa2)1/2 ~5 S2, 

-, S4 2 
F 25 = .s;I-S , 

R 

1'34 = - .s;I(1- aa2)1/2 ~S3, 
R 

- S4 3 F35 = .s;I-S , 
R 

1" = -.s;I {as 5 to I + p2} 
45 R2~ R' 

where .s;I is defined by 

.s;I = (qI41T)(1- aa2)-1/2p -3. 

( 4.18) 

(4.19) 

Next we can express all this in the transformed coordinates 
(4.16). Finally we come to F~v in the primed coordinates 
via (2.21b).lfwe then forget about all the primes, we have 
constructed the solution of (3.10) for an electric charge 
moving along a geodesic (in this case oscillating along the x 
axis). With (2.21b), (4.18), and (4.19) we obtain 

FI2 = (!J (ayIR)sinU IR), 

FI3 = (!J (azIR)sinU IR), 

F23 = 0, (4.20) 

FOI = ~{x - a cosU IR) + aa<y +~)cosU IR)}, 

F02 = ~y{l - aax cosU IR)}, 

and 

F03 = ~z{l - aax cosU IR)}, 

where ~ is defined by 

(!J =.s;I(1 - ar)-2 

= (qI41T){(1-ar)(l-aa2)}-1/2 

{ 
(x-acosUIR»2 2 }-3/2 

X 2 +y +~ . 
l-aa 

( 4.21) 

From (4.20) any physical quantity of interest can be de­
rived. Let us, for example, consider the D and B fields of the 
oscillating charge: 

D(x,t) = (!J(1-ar)1/2(x-acosUIR),y,z), (4.22) 

and 

B(x,t) = ~ (aIR)sinU IR)(O,z, - y). (4.23) 

We see that the D field at any instant and at all places inside 
the cavity points straight outward from the position of the 
charge at that instant and that the B field is circular around 
the x axis. 

Another interesting quantity is the Poynting vector 
s(x,t), which describes the energy flow at each point, 

S(X,t) = E(x,t) XH(x,t) = (!J2(1 - ar) 1/2(aIR)sinU IR) 

X { - (y2 +~) (1 - aax cosU IR) ),y{x - a cosU IR) + a(y2 + z2)a cosU IR)}, 

z{x - a cosU IR) + a(y2 + r)a cos(t IR)}}, 

with 
(4.24) 

H = (1 - ar) 1/2 (!J (aiR )sinU Ir)(O,z, - y). 

From (4.24) we see that at the surface of the bag the Poynting vector tends to infinity. However, its radial component tends to 
zero, so there is no net outward or inward energy flux. 

V. SOME PROPERTIES OF THE DIELECTRIC MEDIUM 

In order to demonstrate that the properties of the elec­
tromagnetic constants of the dielectric medium (3.8) do not 
lead to unexpected or even unphysical results, we might 
study, for instance, the velocity of gluons. First we recall that 
the dielectric tensor (3.8) for the medium described by the 
static metric (2.1) is equal to the magnetic susceptibility 
tensor for the same medium as shown in Ref. 1. The velocity 
of the massless gauge particles (in this case called gluons, 
although this is not totally correct since we study only the 
Abelian case without color degrees of freedom) is in classical 
electromagnetism given by the Fresnel equation.27 This is in 
general a very complicated equation, but we might use a 
local approximation, which for the medium (3.8) reads 

{l- (t5ij -axixj)n1njF=0, (S.l) 
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where n = k/w, k being the wave vector and w the frequen­
cy. For a gluon that moves on thez axis (Xl = x 2 = 0) in the 
direction of the z axis (n I = n2 = 0) we find from (S.l) the 
equation 

{I - (1- ar)n;F = O. (S.2) 

Equation (S.2) is solved by 

Vz =nz-
I = (1-ar)1/2, (S.3) 

which describes a harmonically oscillating gluon along the z 
axis, which just touches the surface of the sphere and has a 
frequency R -I. For a gluon on the z axis moving perpendic­
ular to it (e.g., n2 = n3 = 0) Eq. (S.1) reduces to 

{I - n!F = O. (S.4) 

In this case we deal with a gluon that moves with velocity 1 
with respect to the inertial coordinates. In general the mo-
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tion of gluons can be decomposed into three oscillations at 
least one of which just touches the surface of the sphere, 
which is precisely the motion found from the geometry 
(2.1). 

We thus find that gluons can at most have velocity 1, 
which is perfectly acceptable. The prevention of gluon anni­
hilation or creation at the surface requires special boundary 
conditions that guarantee total reflection.28 

Another interesting feature of the medium can be stud­
ied from the solution for the vector field of a static charge in 
the center of the bag (4.4), the solution of which might be 
interpreted as the one "gluon" exchange potential. The be­
havior of this potential for small values of the distance r 
reads, for q < 0, 

V(r)~ _ M + Iqla r. 
......0 41rr 817" 

(5.5) 

We obtain a Coulombic part and a linear part near the origin. 
This is precisely the form of the potential that is used in 
many nonrelativistic quark models. 17.18 In our description of 
a bare hadron, this potential comes out as a first-order cor­
rection to the harmonic oscillator type of force, which still 
dominates at intermediate quark distances. 

VI. SUMMARY 

In this paper we have set up the machinery that allows 
further calculations in the anti-de Sitter bag. The mathemat­
ical elegance of an equivalent five-dimensional description 
has been shown in detail. We have derived and solved the 
classical electromagnetic field equations for moving charges 
inside a medium with the complicated electromagnetic prop­
erties of an SO(3,2) symmetric curved space in the central 
projection. The results are exciting and might stimulate the 
development of perturbation theory in this strongly curved 
background field. 
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APPENDIX: THE MAXWELL EQUATIONS IN CURVED 
SPACE 

In a curved space the inhomogeneous Maxwell equa­
tions read 

[~ -g(x)F"'V(x)],p =~ -g(x)J"(x). (AI) 

In flat inertial coordinates the similar equations read 

V· D(x,t) =Jo(x,t) 

and 

VXH(x,t) - aD~:,t) = J(x,t). (A2) 

If we identify the conserved currents J'" (x,t) from (A2) 

and ~ - g(x)J "'(x) from (A1), we obtain the following 
identities 
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and 

H; = -!~ -g(X)EijkFJk(x). (A3) 

The homogeneous Maxwell equations read (i) in curvilinear 
coordinates 

F",v,u (x) + F vu,p (x) + Fup. ... (x) = 0, 

and (ii) in flat coordinates 

and 

V· B(x,t) = 0 

VXE(x,t) + aB(x,t) = o. 
at 

(A4) 

(AS) 

Comparison of (A 4) with (AS) leads to the identifications 

E;(x,t) =Fo;(x) 

and 

B; (x,t) = - !Eijkljk (x). (A6) 

One might easily check that the identifications (A3) and 
(A6) lead to the identifications of the Lagrangians (i) in 
curvilinear coordinates 

.£P(x) = -!~-g(x)FP."(x)Fp.v(x), (A7) 

and (ii) in flat coordinates 

.£P(x,f) =! {E(x,t) • D(x,t) - H(x,t) • B(x,t)}. 
(A8) 

With (A6) and (A3) we obtain the relations between 
E(x,t), B(x,t), D(x,t), and H(x,t): 

D;(x,t) = -~ -g(x) {gOO(x)gij(x)Ej(x,t) 

- gOj(x)giO(x)Ej (x,t) 

- !gOj(X)gik(X)EjkIB/(x,t)} (A9) 

and similarly for H(x,t). 

In the lowest-order approximation of the strong interac­
tion Lagrangian, which is given in Ref. 7, we have chosen the 
stationary metric g(x,t) = g(x), for which giO (x) 
= go; (x) = O. In that case (A9) reduces to 

D; (x,t) = - ~ - g(x)goo(x)g/J(x)Ej (x,t), 

and for H(x,t) and B(x,t) we obtain, similarly, 

Bj(x,t) = -~ -g(x)goo(x)gij(x)Hj(X,f). 

(AlO) 

(A11) 

So if we interpret the metric description of Ref. 7 in terms of 
the color electromagnetic properties of the hadronic medi­
um, then we obtain for the color dielectric constant Eij (x) 
and the magnetic susceptibility /-tij (x) 

Elj(X) =/-tij(x) = -~ -g(x)goo(x)gij(x). (A12) 
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One-parameter subgroups, the exponential mapping, and canonical coordinates have previously 
been defined for connected supergroups. In this paper, a technique for obtaining analytical 
expressions linking different coordinate schemes for supergroups is presented. These are the 
Baker-Campbell-Hausdorff relations. The method is illustrated in detail with the examples of 
supergroups based on the supersymmetric quantum-mechanical superalgebra sqm (2) and on the 
Inonii-Wigner contraction isop( 1/2) ofthe simple superalgebra osp( 1/2). 

I. INTRODUCTION 

Frequently, in applications of Lie group theory, group 
operators are most conveniently defined in a particular coor­
dinate scheme that may make practical calculations diffi­
cult. For example, in the theory of coherent states, the dis­
placement operator is most easily defined as D(a) 
= exp(aat - a*a). However, D(a) = exp( - ~laI2) 
xexp(aat )exp( - a*a) is a more useful expression. The 
analytical relationship between these two forms is an exam­
ple of a Baker-Campbell-Hausdorff (BCH) relation. I 

The theory of BCH relations for Lie groups has been 
extensively developed.2

•
3 There now exist several different 

techniques for obtaining such formulas. Perhaps the most 
widely used technique2 invokes relationships between differ­
ent exponentiations of matrix representations of the algebra 
associated with the Lie group. Another technique,3 which 
does not rely on the existence of finite-dimensional matrix 
representations ofthe group, involves obtaining appropriate 
differential equations whose solution yields the desired BCH 
relations directly. 

In contrast, little is known about the theory of BCH 
relations for supergroups. This may be due partly to difficul­
ties with the earliest attempts at defining supergroups,4 

which lacked the abstract notion of a group. Subsequent ef­
forts5

•
6 did not treat the manifold structure of supergroups, 

although it is interesting to note that the approach of Ref. 5 
was based on BCH relations. A rigorous definition of a su­
peranalytic supermanifold was introduced by Rogers 7 in 
1980. This formed the basis for a description8 of supergroups 
defined both as abstract groups and as superanalytic super­
manifolds. Rogers's analysis is general enough to incorpo­
rate as special limiting cases other definitions9 of supermani­
folds and supergroups. Several authors 10. II have further 
extended the ideas of Refs. 7 and 8, and the approach has 
found applications in physics. 12 In spite of the interest 

a) Address after I September 1985: Department of Physics, Indiana Uni­
versity, Bloomington, Indiana 47405. 

b) Address during academic year 1985-1986: Niels Bohr Institutet, Bleg­
damsvej 17, 2100-K0benhaven.0, Denmark. 

c) On leave of absence from the Department of Chemistry, University of 
Calgary, Calgary, Alberta, Canada T2N IN4. 

aroused by Rogers's work, BCH relations have not been ex­
tensively studied for supergroups. 

Our plan is to extend further the range of practical cal­
culations that may be done using supergroups by expound­
ing a general technique for obtaining BCH relations, appli­
cable to the case of supergroups. The method we shall 
present is an extension of the approach based on differential 
equations3 mentioned above. We prefer this method for su­
pergroups, since in general it may be inappropriate to use 
matrix methods. For supergroups, the recurring presence of 
noncompact Lie subgroups means that unitary matrix repre­
sentations will be infinite-dimensional. In this paper, we 
shall build upon a previous workll in which properties of 
one-parameter subgroups of supergroups were established 
and three types of canonical coordinates were defined. 

In Sec. II, the basic results of Refs. 7, 8, and 11 relevant 
to the construction of BCH relations for supergroups are 
summarized. In particular, we recall the three types of ca­
nonical coordinates for supergroups. In Sec. III, a theorem 
relating canonical coordinates of the second and third kinds 
is stated and proved. 

Section IV contains a derivation of some results on dif­
ferentiation of the exponential mapping. These results are 
used in a method for obtaining BCH relations for super­
groups, outlined in Sec. V. 

Then, we present two examples in detail. Section VI 
contains derivations of various BCH relations for a connect­
ed supergroup that we denote by CSQM(2). This super­
group is based on the supersymmetric quantum-mechanical 
superalgebra sqm (2). We consider both canonical and non­
canonical parametrizations and use them to illustrate our 
technique. Section VI contains an analogous discussion for a 
connected supergroup based on the superalgebra iosp( 1/2). 
This superalgebra is an Inonii-Wigner contraction13 of the 
simple superalgebra osp(1/2). We denote the associated 
connected supergroup by CIOSP ( 1/2). 

To aid the reader, we have included an Appendix, con­
taining a glossary of frequency used symbols. Our conven­
tions are those of Ref. 11 and are based on those of Rogers.7

•
8 

In particular, the reader should note that we do not use the 
summation convention, due to the different types of summa­
tion that occur. Also, observe that a number of our theorems 

1419 J. Math. Phys. 27 (5), May 1986 0022-2488/86/051419-11 $02.50 ® 1986 American Institute of PhySics 1419 



                                                                                                                                    

and lemmas are carried over directly from the theory of Lie 
groups, due to the Lie group structure of supergroups. 

II. SUMMARY OF EARLIER WORKS 

Let us first recall a few definitions from Refs. 7, 8, and 11 
that are pertinent for our later discussion. A more detailed 
discussion ofthe following may be found in Ref. 11, which 
also contains a summary of the relevant results of Rogers. 7,8 

For ease of reference, in the Appendix we give a glossary of 
frequently used symbols. 

Denote the real Grassmann algebra over R by B L' This 
algebra has 2L generators and may be written as the direct 
sum of two parts, 0 BLand I B L . Elements of 0 B L , called even, 
commute among themselves and with elements of IBL' Ele­
ments of I B L anticommute among themselves and are called 
odd. 

Flat superspace, B ;:,n, is defined to be the Cartesian pro­
duct of m copies of 0 B L with n copies of I B L' It can be re­
garded as d = 2L - I (m + n) -dimensional vector space over 
R. An (m,n )-dimensional superanalytic supermanifold S ;:,n 
is defined to be a Hausdorff space with an atlas such that 
S ;:,n is locally homeomorphic to B ;:,n and the transition 
functions are superanalytic. 

An (m,n) -dimensional supergroup H may be defined as 
an abstract group that is also an (m,n)-dimensional super­
analytic supermanifold with a superanalytic map H X H 
_H: (hlJh2)-hlh 2-

1
• In analogy with the theory of Lie 

groups and Lie algebras, the infinitesimal left translations on 
the supergroup form a left B L supermodule, which we de­
note by W. The basis elements of Wwill be written {XI'"'' 
Xm,xm+ I, ... ,xn}· 

There exists a homeomorphism t: B ;:.n _Rd. The super­
group H can therefore be viewed as a d-dimensional Lie 
group with Lie algebra h. It may be shown that the even part 
Wo of W, viewed as a d-dimensional Lie algebra, is isomor­
phic to h. If PI' is a basis element of B L (see the Appendix) a 
basis for Wois{Xip IXip = PI' Xi' i = 1, ... ,m + n,,ueML,lil}' 

In standard practice, two types of canonical coordinates 
are delineated for Lie groups. For supergroups, we have pro­
posed three. 11 We define canonical coordinates of the first 
and second kinds for supergroups in analogy with the defini­
tions for Lie groups: 

gl = exp ("'in aj~), 
}= 1 

(2.1 ) 

and 
m+n 

gIl = 11 11 exp(ail'PI' ~), (2.2) 
j = I ".eML.~1 

where ajEOBL if l<j<m and aJEIBL if m + l<j<m + n. 
In these equations, 

aJ = L a il'PI' , 1<j<m + n, ajl'ER. (2.3) 
l'eML.~1 

There exists a third natural parametrization for super­
groups. In terms of canonical coordinates of the third kind, a 
supergroup element is given by 

m+n 
gill = L exp(aj~). (2.4) 

i= 1 

There is no canonical analog of Eq. (2.4) in standard Lie 
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group theory, except under special conditions to be dis­
cussed later. 

We shall call "normal" the sequence in which the gener­
ators ~ appear in Eqs. (2.1), (2.2), and (2.4). Other se­
quences are called "non-normal." 

III. RELATIONSHIP BETWEEN CANONICAL 
COORDINATES OF SECOND AND THIRD KINDS 

Having established the background for the discussions 
to follow, we shall now present a theorem enabling the par­
tial reduction of canonical coordinates of the second kind of 
those of the third kind. 

Theorem 1: Let Hbe an (m,n) -dimensional supergroup 
with left B L supermodule W. Denote the even part of Wby 
Wo and the Lie algebra isomorphic to Wo by h. Let 

m+n 
gIl = 11 11 exp(ajl'PI' ~), (3.1 ) 

j= 1 l'eML.~1 

be a representation of H in terms of canonical coordinates of 
the second kind. Then, 

m 

gIl = 11 exp(aj~) 
j=l 

xexp(ajxj )}. (3.2) 

The restricted summation 1: H will be defined in the proof. 
Corollary: If{~,~} = 0, m + l<j<m + n, then 

m+n 
gIl = 11 exp(aj~) =gm, (3.3) 

j= 1 

i.e., canonical coordinates of the second and third kinds are 
identical. 

To prove the theorem, it is convenient to establish the 
following four lemmas. 

Lemma 1: For X,Y,Z,Eh~ Wo, 

expX exp Y = expZ, (3.4) 

where 

Z =X+ Y+HX,Y] 

+i2[X,[X,Y]] -i2[Y,[Y,x]] +.... (3.5) 

Proof: Lemma 1 holdsl4 for a Lie algebra h with Lie 
group H. Since the supergroup H associated with W is also a 
Lie group with Lie algebra h, the lemma follows. 

Lemma 2: Let X, YEh ~ Woo If [ X, y] = 0, then 

exp X exp Y = exp(X + y) = exp Yexp X. (3.6) 

Aso, if 

[X,[ X,Y]] = [Y,[X,Y]] = 0, 

then 

exp X exp Y = exp(X + Y)exp(H X, Y]) 

= exp(H X,Y] ) exp (X + Y) 
and 

expX exp Y = exp YexpX exp( [X,Y]) 

= exp( [ X,Y] )exp Yexp X. 
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Lemma 4: For I jl = 1, we have the expressions Proof: These relations follow from the straightforward 
application of Lemma 1. 

Lemma 3: For I jl = 0, we have the result [a"'P,. ~,a"'p" ~] = - aj"aJvp,. p" {~,~} (3.12) 

[aj,.p,. ~,aJvp" ~] = 0, 

l<j<m, p,veML,Q' (3.10) 

and 

(3.13 ) 

for m + l<j<m + n,p,veML,I' Proof: Since aj,. ,aJv eR and since P,., p"eOBL , we can 
write 

[aJ"p,.~,aj"p,,~] =aJ"aj"p,.pv[Xj,Xj ] =0. (3.11) 
Proof: Since aj",aJveR and since p,.,p"eIBL , we can 

write 

[a"'p,. ~,aj"p" ~] = aJ"aJv( PIt ~ p" ~ - p" ~ PIt Xj ) 

= - aj"a Jv PIt p" ( ~ Xj + ~ ~) = - aJ"aJvp,. Pv {~, ~}. 

For Eq. (3.13), sinceajaeR and O'EML ,\> we find that 

[aj,.p,. ~,aJvajap"Pa{~~}] = aj"aJvaJa( P,. ~ p" Pa{Xj'~} -P .. Pa{~' ~}P,.~) 

= aj"aJvaJap,. P .. Pa [Xj,{Xj'~}] = O. 

(3.14) 

(3.15) 

ProofofTheorem 1: Now that Lemmas 1-4 have been proved, we can establish Theorem 1. First, we consider the even 
part of the product (3.1), i.e., Ijl = 0, By Lemmas 2 and 3, we have for eachj = 1, .... m the result 

IT exp(aj,.p,. Xj ) = exp ( L aj,.p,. Xj) = exp(aj~). 
iJEML.O ~L.O 

(3.16) 

Thus, 
m m 

IT II exp(aj,.p,. Xj) = II exp(a j Xj)' (3.17) 
j= I iJEML.O j= I 

Next, consider the case UI = 1. From Eq. (3,1), the product of odd elements can be expressed as 

m+n m+n 2L - 1 

IT II exp(aj,.p,. Xj) = IT II exp(aj,.'p ,~). (3.18) 
j=m+liJEML.~1 j=m+1 r=1 ,. 

In thisequation,preML,I' l<r<2L- I, i.e., we allow rtocountall theoddsequencesinML, of which thereare2L- I , Consider 
the product over r in Eq. (3.18). We must provide a method for ordering the sequences in ML,I' We adopt the following 
conventions. Recall from Ref. 7 that associated with any nonempty sequencep = (PI' ...• Pp )eML is a unique integer z( p) 
given by 

Z( p) = !(2'" + 2'" + '" + 2"P). (3.19) 

Then, we writepr <p' or r<s if and only ifz( pr) <z( p'), wherepr andp' are any nonequivalent sequences inML. Since 
ML,I is a subset of ML, we can order the odd sequences using the same device. 

Expanding the product over r and using Lemmas 2-4, we obtain 

2L - 1 2L - 1 

IT exp(a"'P,., ~) = exp(aj,.·p,.. ~ ) exp(aj,.,p,., ~) IT exp(aj,.p,., ~) 
r=1 r=3 

(3.20) 

(3.21) 

Combining Eqs. (3.17) and (3.21), we get the desired result 
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where the restricted summation means that JL < v whenever 
z( JL) <z(v). 

This completes the proof of Theorem 1. 
The proof of the corollary is immediate upon substitu­

tion of {Xj, Xj} = 0 into Eq. (3.2). 
At this stage, it is appropriate to remark on the order of 

the exponentials in the product over JL in expression (3.1). 
Now, when I jl = 0 the order is immaterial, as may be seen 
from Eq. (3.16). However, if Ijl = 1, then the order of the 
exponentials in the product over JL is of some consequence. 
The ordering in Eq. (3.22) is based on Eq. (3.19). Other 
methods for sequencing the product are possible, but they 
affect at most the order of the product f3 ,f3 s in the first ,.. ,.. 
exponential of Eq. (3.21). This produces at most a sign 
change for each such term. Therefore, any other choice for 
sequencing an odd product produces an equation of the same 
form as Eq. (3.2), differing only by signs. 

Finally, observe that according to Eq. (3.17) and 
Lemma 3, canonical coordinates of the second and third 
kinds are identical for ordinary Lie groups. Indeed, from the 
corollary to Theorem 1, these coordinate schemes are distin­
guishable only for supergroups with { Xj, Xj h~ 0 for some 
j = m + 1, ... ,m + n. 

IV. DIFFERENTIATION OF THE EXPONENTIAL 
MAPPING 

In this section, we derive tools essential for our calcula­
tions. We begin with three lemmas concerning differenti­
ation of the exponential mapping. 

Lemma 5: For XEWo, 

d 
- exp(tX) = x exp(tX) = exp(tX)X. 
dt 

Proof We have, by definition, 

d 
-exp(tX) 
dt 

= ~ { exp[ (t + s)~] - exp(tX) } 

= {~[ exp(s~) - I]} exp(tX) = X exp(tX) 

= exp(tX) b~ [exp(~) - I]} = exp(tX)X. 

(4.1 ) 

(4.2) 

The second and fourth equalities follow because exp (tX) is a 
one-parameter subgroup of the subgroup H and from the 
expansion 11 of exp (sX). 

Lemma 6: For x(t)EoBL,XEWo, we have 

.!!.... exp(x(t)X) = x(t)X exp(x(t)X). 
dt 

In contrast, for X(t)E1BL , XEW1= W - Wo, we have 

.!!.... exp(x(t)X) = x(t)X. 
dt 

(4.3) 

( 4.4) 

Proof: From the expansion of exp x (t lX, x (t )Eo B L' and 
XEWo, we have 
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.!!.... exp (x(t)X) = .!!.... (1 + x(t)X + J.. X2(t)X2 + ... ) 
dt dt 2! 

=x(t)Xexp(x(t)X). (4.5) 

Similarly, if X(t)E 1BL and XEW1, then by the expansion of 
exp x (t lX, we obtain 

d d 
- exp(x(t)X) = - (1 + x(t)X) 
dt dt 

= x (t)X. (4.6) 

Lemma 7: LetX(t)E1BL andXEW1• Then 

X(t)X exp( - x(t)X) = x(t)(X + !X(t){ X, X}). (4.7) 

Proof: Expanding the exponential, recalling that xx = 0, 
and realizing that XX = ! {X, X} yields immediately Eq. 
(4.7). 

The remaining tools we shall need are the extension to 
Grassmann variables of two theorems from Lie group the­
ory. 

Theorem 2 (Campbell-Hausdorff): Let X, YE WOo Then 

exp(X)Yexp( -X) = Y + [X,Y] 

+ (1I2!)[X,[X,Y]] +.... (4.8) 

Proof: Define Y(t) = exp(tX) Yexp( - tX). Then 
YeO) = Y. Expanding Y(t) in a Taylor series about t = 0 
yields 

Y(t) = YeO) + - t + - - t + ... dYI 1 d
2
YI 2 

dt 1=0 2! dt 2 
1=0 

1 dkYI + ---k t k + .... 
k! dt 1=0 

(4.9) 

However, by repeated application of Lemma 5, we find 

dkYI - = [X,[X,[ ... [X,y]] ... ], 
dt k 

1=0 

(4.10) 

where there are a total of k commutators on the right-hand 
side ofEq. (4.10). For t = 1, we have Eq. (4.8). 

Theorem 3: LetX,YEWo~h. Then, 

expXexp Yexp( -X) =exp[(expX)Y(exp( -X»)]. 

(4.11 ) 

Proof: This follows 14 from the fact that Wo is a Lie alge­
bra and from Theorem 2. 

V. ALGORITHM FOR GENERAL BCH RELATIONS 

Now, we tum to the presentation of our algorithm for 
obtaining formulas that express superanalytic relationships 
between different canonical or noncanonical coordinates. 
These formulas are BCH relations for supergroups. 

As stated in the Introduction, although matrix tech­
niques such as those available for Lie groups2 are applicable 
to supergroups, we shall adopt an alternative approach that 
uses a system of first-order differential equations. This meth­
od3 avoids potential pitfalls of the matrix representation 
technique, particularly those associated with infinite-dimen­
sional unitary representations. 

With Theorem 2 and Lemmas 5-7, we can outline our 
algorithm for obtaining BCH relations for supergroups. For 
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simplicity, let us first assume that we are interested in the 
BCH relation between canonical coordinates of the first and 
third kinds, Eqs. (2.1) and (2.4), respectively. Thus, we 
seek an equation of the form 

exp C~ln ai Aj) = )1 exp( pkXk ) k jj:: I exp(qkXk ), 

(5.1) 

where the pk and qk are even and odd Grassmann variables, 
respectively, that are to be determined in terms of superfunc­
tions of the a i . 

We proceed by introducing an additional parameter t so 
that 

m+n 
X II exp(qk(t)Xkl 

k=m+1 

= gIll (t), (5.2) 

where pk (t) and qk (t) are functions of t. Next, differentiate 
both sides with respect to t. Using Lemmas 5 and 6, we ob­
tain 

C~ln aiAj )gdt ) = plXI gIll (t) + exp( p1X I)p2X2 exp( - pIXI)gIII (t) + ... + (J( exp( pkXk ) )qIXm+ I 

Xexp( -qIXm+l ) Cit exp( _pkXk)!III(t) + ... + CUI exp(pkXk ») 

X CiJ: exp(¢xm+k») qnxm+n exp( - ifXm+n) C=i].-I exp( - ¢Xm+k») ("[1m exp( _pkXk»)­
(5.3) 

We denote differentiation with respect to t by a dot over the 
quantity being differentiated. Equation (5.3) has m + n 
terms. Note that the results of differentiating even and odd 
variables are different. This is a direct consequence of Eqs. 
(4.3) and (4.4) of Lemma 6. 

We have expressed Eq. (5.3) so that both sides have as 
right multipliers one-parameter subgroup elements gl or 
gIll . However, by Eq. (5.2), gl = gill' Therefore, these mul­
tipliers may be eliminated from Eq. (5.3) by right multipli­
cation withgii"/. Equation (5.3) may then be further simpli­
fied by means of Theorem 2 and Lemma 7, until the 
superalgebra basis elements Aj appear only linearly rather 
than in exponentials. We shall illustrate this method in detail 
for specific cases in the next two sections. 

Since the Aj are independent by assumption, we can 
proceed to collect their coefficients. In general, this results in 
a system of m + n coupled nonlinear first-order differential 
equations with the following form: 

m n 
'1 ~ FI( I n)'1 ~ DI( I n)"_ I p +,£.. 1 P , ... ,q P +,£.. ,p , ... ,q q - a , 

1=2 ,= I 

m n 
~ Fk( I n)'1 ~ Dk( In)" k ,£.. 1 P , ... ,q P +,£.. ,p , ... ,q q = a , 

1=2 ,= I (5.4 ) 
2<.k<.m, 

m n 

L FH pi , ... ,qn)p1 + L D ~ ( pi , ... ,qn )q' = as, 
1=2 ,= I 

1 <.s<.n, 

where the m + n dependent variables are Grassmann val­
ued. The initial conditions are pk = 0, 1 <.k<.m, and 
q' (0) = 0, 1 <.r<.n. Integration of these equations will yield 
expressions for pk (t) and q' (t) as superfunctions ofthe ak 

as well as the parameter t. The desired BCH relation is then 
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obtained by setting t = 1 in Eq. (5.2). 
It would be useful to have a general technique for solv­

ing Eqs. (5.4). Unfortunately, as is the case for real varia­
bles, such a method for constructing solutions is unavailable. 
Nonetheless, under certain conditions we can make state­
ments concerning the existence and uniqueness of the solu­
tions to Eqs. (5.4). We must assume that the matrix of the 
coefficients of the derivatives in (5.4) is invertible. Then, the 
system (5.4) may be written as 

m 

pk= L Y~(pl, ... ,qn)al 
1=1 

n 

+ L Y;( pi, ... ,qn)aS
, l<k<m, 

s= I 

n 

+ L g;(pl, ... ,qn)aS
, l<r<n. 

s= I 

Assuming this is possible, we can then proceed by de­
composing the Grassmann variables appearing in the differ­
ential equations in terms of the basis /3 J." Thus, we write 

ak = L akJ.'/3J." 1 <.k<.m + n, 
J.'eML,lkl 

pk(t) = L p'<J.'(t)/3J." l<k<m, (5.6) 
J.teML.lk I 

qk(t) = L q/qJ.(t)/3J." m + l<.k<m + n. 
J.teML.lk I 

For each pk or qk, there are 2L - I coefficients pkJ.t or qkJ.t . 
The m + n differential equations in Grassmann-valued de­
pendent variables that are obtained from Eq. (5.5) may 
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therefore be separated into d = 2L - I (m + n) coupled non­
linear ordinary differential equations, by collecting coeffi­
cients of the p p • 

Once this has been done, however, we can rely on a 
theorem of ordinary differential equation theory that 
states IS that it is always possible in principle to integrate a set 
of such equations, provided the analyticity conditions are 
satisfied and provided suitable initial conditions are im­
posed. Thus, we see that a BCH relation of the type in Eq. 
(5.2) may be found. 

Note that, in the examples we shall consider, it is possi­
ble both to invert the matrix of coefficients of derivatives in 
Eq. (5.4) and to solve directly the resulting Grassmann dif­
ferential equations. 

It is possible to obtain BCH relations other than those in 
Eq. (5.2) by an extension of the general method. For in­
stance, a noncanonical parametrization 

gi = exp (~I alA)) exp (~t~ I alA)) 
may be related to gIll as given in Eq. (5.2) by inserting a 
parameter t in front of each summation sign. Here, differen­
tiation of gi with respect to t yields two terms. These may be 
written withgi as right multipliers, as in Eq. (5.3), and the 
resulting expression may be simplified by right multiplica­

tion with giiI I and subsequent applications of Lemma 7 and 
Theorem 2. Collecting coefficients of the superalgebra basis 
elements again leads to m + n coupled nonlinear first-order 
differential equations in Grassmann-valued dependent var­
iables. 

As we have outlined above, in principle we can relate 
any canonical or noncanonical form to canonical coordi­
nates of the third kind. It is therefore possible to obtain a 
BCH relation between any two parametrizations of a one­
parameter subgroup by passing through canonical coordi­
nates of the third kind. 

We remark, however, that in certain instances it may be 
simpler to pass directly from one parametrization to an­

I 

other. This will be the case when there is some simplification 
in the particular problem being considered, such as the van­
ishing of certain structure constants of the superalgebra. We 
shall see examples of this in the following sections. 

VI. BCH RELATIONS FOR CSQM(2) 

For our first example, we shall consider a connected 
supergroup based on the supersymmetric quantum-mechan­
ical superalgebra 16 sqm (2). This superalgebra is spanned by 
the even generator XI and the two odd generators X2 and X3, 
which satisfy the graded commutation relations 

(6.1 ) 

A connected supergroup, which we shall denote by 
CSQM (2), may be obtained by exponentiation of Eq. (6.1). 
As described in Ref. 11, a representation of a one-parameter 
subgroup of this supergroup in terms of canonical coordi­
nates of the first kind is given by 

(6.2) 

while a representation in terms of canonical coordinates of 
the third kind in normal sequence can be expressed by 

(6.3 ) 

We shall begin by finding thosepi such that TI = T3. 

First, consider the one-parameter subgroup 

TI(t) =expt(aIXI +a2X2 + a3X 3) , (6.4) 

and let the coordinatespl depend on the parameter t. Thus, 

T3 (t) = exp(pl(t)XI)exp(p2(t)X2)exp(p3(t)X3). (6.5) 

We proceed as outlined in Sec. V, by differentiating 
TI (t) = T3 (t) with respect to t. By Lemmas 5 and 6, we have 

(aIXI +a2X2+a3X3)TI(t) =pIX IT3(t) + exp(pIX I)p2X2 exp( -p2X2 )exp( -pIX,)T3 (t) 

+ exp( pIXI)exp(p2X2)p3X3 exp( - p 3X3)exp( -p2X2 )exp( - p IX\)T3 (t)· (6.6) 

Now, multiplying from the right by T 3-
1 and applying 

Lemma 7 and Eq. (6.1), we obtain 

a1XI + a2X2 + a3X 3 

= plXI + exp( p IX,)p2X 2 exp( - pIXI ) 

+ exp(pIXI)exp( p2X2 )p3X3 

X exp( - p2X 2)exp( - pIX\), 

due to Eq. (6.1). 
By Theorem 2, we find 

exp( p 1X I )p2X2 exp( - pIXI ) = p2X2, 

using Eq. (6.1). Similarly, 

exp( pIXI)exp( p2X2)P3X 3 exp( - p2X2)exp( - pIX\) 

(6.7) 

(6.8) 

=p3X3 _p2jJ3X I • (6.9) 
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Substituting Eqs. (6.8) and (6.9) into Eq. (6.7) yields 

alXI + a2X2 + a3 X3 

= (PI_p2P3)XI +P2X 2 +P3X3· (6.10) 

Since X I' X2, and X3 form an independent basis spanning the 
superalgebra sqm (2), we can identify coefficients of corre­
sponding elements of the superalgebra. Therefore, we obtain 

and 

pi _ p2p3 = ai, 

p2 =a2, 

(6.11 ) 

( 6.12) 

p3 = a3. (6.13) 

Equations (6.11 )-( 6.13) form an system of first-order cou­
pled differential equations for the Grassmann yariables 
pl (t),j = 1,2,3, subject to the initial conditionspJ (0) = O. 
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Integrating Eq. (6.12) and using the initial condition 
p2(0) = 0, we find 

p2(t) = a2t. 

Similarly, we have 

p\t) = a3 (t). 

(6.14) 

( 6.15) 

Finally, substituting for p2(t) andp3(t) in Eq.(6.1l) and 
integrating yields 

pl(t) = alt + !a2a3t 2, (6.16) 

where the constant of integration vanishes due to the initial 
conditions. 

The BCH rleation between canonical coordinates of the 
first and third kinds for CSQM(2) can be expressed by set­
ting t = 1 in Eqs. (6.14)-(6.16). Thus, we obtain 

exp(alXI + a2X2 + a3X3) 

= exp[ (a l + !a2a3)Xdexp(a2X2)exp(a3X3)' (6.17) 

This is the desired result. 
A canonical BCH relation may be obtained immediately 

by noting that Eq. (6.1) implies [a1Xl>a2X 2 + a3X 3] = 0, so 
that by Lemma 2 

exp(alXI + a2X2 + a3X 3) 

= exp(aIX I)exp(a2X2 + a3X 3 ). (6.18) 

Therefore, we have a second BCH relation: 

exp(a2X2 + a3X 3 ) 

= exp(!a2a3XI)exp(a2X2)exp(a3X3)' (6.19) 

Other BCH formulas. 

exp(alXI + a2X2 + a3X 3) 

= exp[ (a l - !a2a3)Xdexp(a3X3)exp(a2X2) (6.20) 

and 

exp(a2X2 + a3X 3 ) 

= exp( - !a2a3XI)exp(a3X3)exp(a2X2), (6.21) 

follow from a similar analysis. Note that Eqs. (6.20) and 
( 6.21) are not in normal sequence. 

Next, we relate canonical coordinates of the second and 
third kinds for CSQM(2). We have immediately from Eq. 

( 6.1 ), Theorem 1, and its corollary, the result 

T2 = T3 • (6.22) 

Therefore, for CSQM(2), representations in terms of ca­
nonical coordinates ofthe second and third kinds are identi­
cal. Furthermore, canonical coordinates of the first and sec­
ond kinds are also related by Eq. (6.14 )-(6.16) when tis set 
to unity. 

Choosing a non-normal sequence for the product in ca­
nonical coordinates of the second kind may cause the two 
coordinate schemes to differ. As a simple example of this, let 
us restrict ourselves momentarily to B2• Then, defining T i 
by 

Ti = exp(a lO.8o X I)exp(a2(1).8(1) X 2 ) 

xexp(a3(1).8(1) X3 ) exp (a2(2).8(2) X 2) 

X exp(a3(2).8(2) X3)exp(al(12).8(12) XI)' 

we find 

Ti = exp(aIX I)exp(a2(1l,B(I) X 2 ) 

X exp(a3(1).8(1) X 3exp(a2(2).8(2) X 2) 

X exp(a3(2).8(2) X 3 )· 

(6.23) 

(6.24) 

Since.8(1) X3 and.8(2) X 2 are elements ofa Lie algebra, we 
can employ Lemmas 2 and 4 to obtain the identity 

exp(a3(1).8(1) X3)exp(a2(2).8(2) X 2 ) 

= exp( - a3(1)a2(2).8(12)XI )exp(a2(2).8(2) X 2) 

Xexp(a3(1).8(1) X 3 ). (6.25) 

When substituted in Eq. (6.24), this gives the relation 

Ti = exp[ (a l - a3(1)a2(2).8(12) )Xdexp(a2X2)exp(a3X3)' 

(6.26) 

This result can be extended to any L. Clearly, different 
orders in the product of T2 will yield different relationships 
between canonical coordinates of the second and third kinds. 

To find a BCH relation between canonical coordinates 
of the first and second kinds, we can exploit the relationship 
between canonical coordinates of the first and third kinds. 
For example, in B2 we find 

exp(alXI + a2X2 + a3X 3) = exp{(a°.8o + [a(l2) + !(a2(1)a3(2) + a2(2)a3(1» ].8(12) )X1} 

X exp(a2(1).8(1) X2)exp(a3(1).8(1) X 3)exp(a2(21:1(2) X 2)exp(a3(2).8(3) X 3), (6.27) 

fromEqs. (6.17) and (6.26). 
This completes the analysis for our first example. Note 

that all our results are valid even in the limit where Grass­
mann parameters are nilpotent or are taken to zero. 

VII. BCH RELATIONS FOR CIOSP(1I2) 

For our second example we treat a connected super­
group, which we denote by CIOSP ( 1/2), that is based on the 
inhomogeneous superalgebra iosp ( 1/2). This superalgebra 
arises from a contraction of the simple superalgebra osp ( 1/ 
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2). Its increased complexity over sqm(2) presents some of 
the novel features associated with differential equations in 
Grassmann variables without overwhelming the reader with 
the many technical details that arise in the consideration of a 
more complicated superalgebra, such as osp( 1/2). 

First, we derive the iosp( 1/2) commutation relations by 
an Inonii-Wigner contractionl3 of osp( 1/2). Many such 
contractions are possible. We have selected the one that con­
tains the Poincare algebra in two space-time dimensions as a 
subalgebra, both because its commutation relations make 
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discussions ofBCH relations especially worthwhile, and be­
cause its status as "two-dimensional supersymmetry" makes 
it physically interesting. 

Subsequently, we develop the BCH formulas relating 
the different parametrization schemes. We remark here that 
all our BCH relations will be valid even in the limits where 
the Grassmann parameters become zero or nilpotent. 

The superalgebra osp( 1/2) has graded commutation 
relations 

[XI' X2] = - 2X3, [X3, XI] = XI' [X3, X2] = - X2, 

{X4, X4} = XI' { Xs, Xs} = X2, { X4, Xs} = X3, 
(7.1 ) 

[ XI' X4] = 0, [ X2, X4] = Xs, [ X3, X4] = !X4' 

[XI,XS] = -X4' [X2,XS] =0, [X3,XS] = -!Xs, 

where XI' X2, and X3 are even and X4 and Xs are odd. We 
redefine the generators as 

X4=Aax~, Xs=AaX;, 

XI=AbX;, X2=A bXi, X3=A cX;, 
(7.2) 

where A,a,b,ceR. For b = 20 < 0, c = 0, and taking the limit 
A-o, we obtain the graded commutation relations 

[XI' X2] = 0, [X3, XI] = XI' [X3, X2] = - X2, 

{X4, X4} = XI' {Xs, Xs} = X2, {X4, Xs} = 0, 

[XI'X4 ] =0, 

[XI,XS] =0, 

5 

[X2, X4 ] = 0, 

[X2,XS ] = 0, 

[X3, X4] = !X4, 

[X3, Xs] = - !Xs· 

(7.3 ) 

These are associated with the algebra that we call iosp ( 1/2) . 
We begin our discussion of the supergroup CIOSP( 1/ 

2) by deriving the BCH relations between canonical coordi­
nates of the first and third kinds. The parametrization of TI 
is given by 

TI = exp (.± a j ~), 
,,=1 

a\a2,a3EOBv a4,asEIBL· (7.4) 

For computational convenience, we consider first the rela­
tionship between TI and T;, given by 

(7.5) 

where the prime indicates a non-normal sequence for the 
product in Eq. (7.5). 

To calculate the BCH relation, consider the one-param­
eter subgroup of CIOSP (1/2) written as 

(7.6) 

Let the parameterspj in Eq. (7.5) depend upon t, also. Fol­
lowing the technique outlined in Sec. Y, we set 
TI (t) = T i (t) and differentiate both sides of this equation 
with respect to t. By Lemmas 5 and 6, we have 

L ajXj = p3X3 + eF'x'pIXle-F'x, + eF'x'eP'X'jJ2X2e- P'x'e- P'x, + eP'x'ep'x'eP'X'p4X4 
j= I 

where we have multiplied from the right by Ti -I(t). Using Lemma 7, Theorem 2, and Eq. (7.3), we find 
5 

L aj~ = p3X3 + (ple P' + !p4p4eF')XI + (P2e - p' + !pSpSe-P')X2 + p4eF'12X4 + pSe-F'12Xs' 
j=1 

Identifying corresponding elements of the basis ofiosp( 1/2) yields 

p3 =a3, 

ple P' + !pp4eF' = ai, 

p2e -F' + !pspse-F' = a2, 

p4eF'/2 = a4, 

pSe -F'/2 = as, 

subject to the initial conditionpj (0) = O,j = 1, ... ,5. 

(7.7) 

(7.8) 

(7.9) 

(7.10) 

(7.11) 

(7.12) 

(7.13) 

Equations (7.9)-(7.13) form a system of coupled first-order differential equations that can be integrated in a straightfor­
ward way. Solving (7.9), we have 

p3(t) = a3t. 

Substituting for p3(t) into Eqs. (7.12) and integrating gives the solution for p4 as 

p4(t) = (2a4/a3)(1 _ e- a't/2), 

(7.14) 

(7.15) 

where the initial conditions have been applied. Equation (7.15) is also valid in the limit a3 -0. Furthermore, it is valid even in 
the limit where a3 is nilpotent, as may be seen by expanding the exponential. This appears to be an example ofL'Hopital's rule 
as extended to Grassmann variables. Similarly, we find 
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pS(t) = (2aS/a3)(ea3tI2 - 1). (7.16) 

To integrate Eqs. (7.10) and (7.11), we note that17 p4p4 = psps = 0 because a4,aSe lBL • Therefore, Eqs. (7.10) and 
(7.11) become 

pi = ale - a3t, p2 = a2ea't. 

Integrating these equations and applying the initial conditions, we obtain 

pl(t) = (a l/a3)(1- e-a't), 

and 

(7.17) 

(7.18) 

p2(t) = (a2/a3)(ea3t - 1). (7.19) 

Setting t = 1 in the equation TI = Ti, we find that Eqs. (7.14)-(7.16), (7.18), and (7.19) imply the BCH relation 

(7.20) 

This is the desired result. 
Now, we demonstrate a means of obtaining other BCH relations from Eq. (7.20) and by judicious application of the 

results we have derived in Sees. III and IV. 
We begin by showing that the sequence of products in Eq. (7.20) can be rearranged to the normal sequence. Consider the 

formulas 

and 

exp(a3X3 )exp(b 2X2)exp( - a3X3) = exp(b 2e -a'X2), 

both of which follow from Theorem 3. With these, and by inserting the identity element 

exp( - a3X3)exp (a3X) , 

in the appropriate positions in Eq. (7.20), we arrive at the expression 

exp (tl a}~) = exp [:: (e
a3 

- l)XI] exp [:: (1 - e-
a')x2] 

(7.21) 

(7.22) 

(7.23) 

xexp(a3X3 )exp [~4 (1- e-a'/2)X4] exp [~S (ea3
/2 - l)Xs] . (7.24) 

This agrees with the BCH formula computed by repeating the algorithm with a sequential product replacing the product in 
Eq. (7.5). 

To relate canonical coordinates of the second and third kinds, we apply Theorem 1. For the non-normal sequences, this 
gives 

II exp(a3apa X3 ) II exp(alYpy XI) II exp(a2EPE X2) II exp(a4KPK X4) II exp(asJ.pJ. Xs) 
aeML,O reML,O EEML,O teeML •O J..eML,O 

= exp(a3 X3 )exp(aIXI ) exp (a2X2)exp(x4XI )exp (a4X4)exp (r Xs)exp(as Xs), (7.25) 

where 

" 
Xk = - 2: a}/J.a}Vp/J. Pv' 

/J.,>'EML,l 

(7.26) 

However, if we choose to adopt, instead, the normal 
sequence 

for k = 4,5. Since [XI' X2] = [ X2, X4] = 0, we can rear­
range Eq. (7.25) using Lemma 2 to yield 

Ti = exp(a3X3 )exp[ (a l + x4)Xd 

xexp[ (a2 + r)X2]exp(a4X4)exp(asXs)' 

(7.27) 

S 

T2 = II IT exp(a}/J.p/J. ~), 
}=I~UI 

then Theorem 1 gives 
3 

T2 = II exp(a}~)exp(x4XI)exp(a4X4) 
}=I 

xexp(rX2 )exp(asXs), 

(7.28) 

(7.29) 

This is now in the form of canonical coordinates of the third wherex4 andxs are given by Eq. (7.26). Since [ X 2, X4 ] = 0, 
kind, in non-normal sequence. we can transform Eq. (7.29) to the form 
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T2 = exp(aIXI)exp(a2X2)exp(a3X3) 

x exp(x4XI )exp(xsX2)exp(a4X4)exp(asXs)' 

(7.30) 

By inserting the identity element (7.23) in the appropriate 
places in Eq. (7.30) and by making use ofEqs. (7.21) and 
(7.22), we have 

T2 = (aIXI)exp(a2X2)exp(x4ea3XI) 

X exp(xse - o'X2)exp(a3 X 3) 

X exp (a4X 4) exp(asXs) . (7.31) 

Since [ X 12, X2 ] = 0, by Lemma 2 we find 

T2 = exp[ (a l + x 4e
a3

)Xd exp [ (a2 +xse-
a3

)Xz1 

(7.32) 

This is an expression in terms of canonical coordinates of the 
third kind in normal sequence. 

Using expressions (7.27) and (7.32), it is possible to 
obtain a Bcn relation between T; and Tz, i.e., we can calcu­
late the conditions that permit the equality between the two 
parametrizations. Transforming T~ in Eq. (7.27) into nor­
mal sequence, we obtain 

T; = exp[ (a l + x 4)e
a3

X I 1exp[ (a2 + x S)e-
a3

X z1 

Xexp(a3X3)exp(a4X4)exp(asXs) = T2 

= exp[ (b 1+ y4eb
3
)XI 1exp[(b 2 + ye- b

3
)X21 

X exp(b 3 X3)exp(b 4X4)exp(b s Xs )' (7.33) 

nere,y4 andy are given by Eq. (7.26), except that the ajl-' 

are to be replaced by b jl-'. Equation (7.33) implies 

(a l + x4)ea3 = b I + y4eb
3
, 

(az + x S)e- a3 = b 2 + ySe- b
3
, (7.34) 

a3=b 3, a4 =b 4, as=b s. 

It follows from these equations and Eq. (7.26) thaty4 = X4, 

Y = xS, and hence 

(7.35 ) 

Thus, Eq. (7.35) and the last three identities in (7.34) pro­
vide conditions for which T; = T2• Note that, for arbitrary 
L, converting T; directly into the normal sequence T2 given 
by Eq. (7.28) would be tedious. It can be accomplished most 
economically via conversion to canonical coordinates of the 
third kind, Eq. (7.32), as we have shown. 

Finally, it is expedient to use coordinates of the third 
kind to give expressions for Bcn relations between canoni­
cal coordinates of the first and second kinds. 

We begin by finding the conditions on b such that 
TI = T i, where the parametrizations are given by Eqs. 
(7.4) and (7.25). We do this through the Bcn relations 
(7.20) and (7.27). This results in the identifications 
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(a l /a3)(1- e-o') = b 1+ y4, 

(aZ/a3)(eo' _ 1) = b z + y, 

a3 = b 3
, 

(2a4/a3 )( 1 _ e - a
3
/2) = b 4, 

(loS /a3) (ea3/2 _ 1) = b s. 
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(7.36) 

Next, we repeat the procedure to find conditions such 
that TI = Tz, where the parametrizations are given by Eqs. 
(7.4) and (7.28). Using the Bcn relations (7.24) and 
(7.32) yields the criteria for equality as 

(a l /a3) (eo' _ 1) = b 1+ y4eb
3
, 

(aZ/a3)( 1 _ e- a3 ) = b 2 + ye- b3, 

(2a4/a3)(I_e-a3/z) =b 4, 

(2aS/a3)(ea3/z _ 1) = b S. 

(7.37) 

In Eqs. (7.36) and (7.37), we solve for the components 
of b 4 and b S and then compute y4 and y. With the resulting 
expressions, we can find the components of b I and b z. 
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APPENDIX: GLOSSARY OF FREQUENTLY USED 
SYMBOLS 

This glossary serves to define frequently used symbols. 
We adhere as closely as possible to the conventions of Rog­
ers.7,8 More detailed discussions of quantities listed may be 
found in Refs. 7, 8, and 11. 

Bm,n 
L 

d=2L
-

I (m+n) 

H 

real Grassmann algebra with L 
generators 
set of integer sequences, with 
f.L = (f.L I,···,f.lk ), 
1 <ILl <f.L2 < ... <f.Lk <L, 1 <k<L; n 
is the null sequence 
basis element in B L ; f3 0. = 1 
Iii = 0 for even elements, Iii = 1 for 
odd elements 
the subset of M L with all elements 
even (odd) 
"flat superspace" the Cartesian pro­
duct of m copies of the even part, 
°B£> of BL with n copies of the odd 
part,IBL 
dimension of B 'E,n viewed as a vector 
space over R 
supergroup; also, supergroup viewed 
as a Lie group 
left B L supermodule 
generators of W; in general, 
1<j<m +n 
Lie algebra with Lie group H 
even part of W, isomorphic to h 
generators of Wo 
element in B 'E,n; note that for conve­
nience we have dropped the tilde un­
der x used in Ref. 11 
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In this paper, the group theory of models with broken u (6/2 j + 1) supersymmetry described by 
the chain u(6/2j + 1) :::>uB (6) XUF (2j + 1) :::>uB (6) XSPF (2j + 1) :::> ... :::>SOB (3) XsuF (2) 
:::> SUB + F (2), which has recently been suggested for application to nuclear physics, is presented. 
All invariants that are needed for the construction of the general Hamiltonian for this model are 
presented. 

I. INTRODUCTION 

Recently, a simple supersymmetric Hamiltonian was 
proposed that describes the ground states and collective ex­
citations in a region of nuclei with high-spin, singlej orbi­
tals. 1 Its physical relevance was shown by an explicit appli­
cation to the isotopes of xenon. 1 The corresponding 
symmetry breaking scheme is given by the following chain of 
algebras: 

u(6/2j + 1) :::>uB (6) XUF (2j + 1) 

:::>uB (6) XSPF (2j + 1) :::>uB (6) XSUF (2) . 

(1.1 ) 

For the bosonic algebra UB (6) one can now insert any of the 
three possible limiting cases of the interacting boson approx­
imation (IBA 2.3) , 

(I) uB(6):::>uB(5):::>SOB(5):::>SOB(3) , 

(II) uB(6):::>SOB(6):::>SOB(5):::>SOB(3), (1.2) 

(III) uB(6):::>suB(3):::>SOB(3). 

In a last step, the angular momenta ofbosons and fermions 
are combined to total angular momentum, 

SOB (3 ) X SUF (2) :::> sUB+ F (2) , ( 1.3 ) 

since this gives the best quantum number of the chain. 
In the approach of Ref. 1, the Hamiltonian has been 

restricted to a linear combination of the linear and quadratic 
Casimir operators of the symmetry chain. Although this has 
the advantage that the Hamiltonian can be diagonalized ana­
lytically, there are, of course, further scalars that may in 
general play an important role. Most of these additional in­
variants clearly do not commute with all the Casimir opera­
tors of the chain but there is a priori no reason to omit them. 

In what follows, we present the full set of Hermitian 
scalars that are at most quartic in the creation and annihila­
tion operators and conserve the total particle number. This 
automatically leads to the most general Hamiltonian includ­
ing two (quasi-) particle effective interactions. The invar­
iants presented below are arranged so that it is impossible to 
obtain-for any given algebra of the chain-an additional, 
linearly independent scalar by taking a certain combination 
of the scalars of the subalgebras. 

The paper is organized as follows. After some prelimin­
aries in Sec. II, where the generators and the Casimir opera­
tors of the considered algebras are given explicitly, we give 
the invariants for each algebra in Sec. III. The result can be 
seen in the Tables III and IV together with Eqs. (3.3 )-( 3.5). 

Then, in Sec. IV, we give the matrix elements of all SOB (5) 
X SPF (2 j + 1) scalars. 

II. NOTATION AND PRELIMINARIES 

The fermionic degrees of freedom of the chain ( 1.1) are 
denoted by ap,,/l = - j, ... ,j, where {ap" a,,+} = 8p,,, and the 
corresponding su(2) tensor operators are given by ap,+ and 
op,:=(-l)j-P,a_p,,/l= -j, ... ,j. 

As usual, the s- and d-bosons are denoted by sand dp" 
/l = - 2, ... ,~, respectively, with [s,s+] = 1, [dp" d ,,+ ] 

= 8p,,,, and dp,: = ( - l)P,d _p,' Bosonic and fermionic op­
erators commute. 

The coupling of su (2) tensor operators reads 

(T(k)XT(/»(m) =" C kl m T(k) T(/) (2.1) 
I-' ~ vp..-vl' v p..-v' 

" 
where C ~;:.!,m are the usual su(2) Clebsch-Gordan coeffi­
cients. 

The generators and the Casimir operators of all algebras 
appearing in Eqs. (1.1) - ( 1.3) in terms of the creation and 
annihilation operators are given in Tables I and II. We can 
now turn to the construction of the invariants. 

III. CONSTRUCTION OF THE GENERAL HAMILTONIAN 

If all Hermitian SUB + F (2) scalars Hi are known that 
are at most quartic expressions in the creation and annihila­
tion operators and conserve the total particle number, one 
directly obtains the corresponding, most general Hamilton­
ian just as the general linear combination of these terms, 

(3.1 ) 

where the coefficients ai play the role of coupling constants. 
For a given symmetry breaking chain one expects a cer­

tain hierarchy, i.e., the energy splitting due to a step down 
the chain must be small in comparison to the splitting of 
earlier steps. This behavior has of course to be tested experi­
mentally. To this end, the scalars Hi have to be rearranged 
for maximal symmetry, i.e., one has to construct a full set of 
scalars for every member of the chain from those of 
SUB + F (2). This leads to an equivalent but slightly modified 
Hamiltonian, 

H= L 
chain 

numbers 
-"', 

" a(i)·H~i) k J J' 
(3.2) 

j 
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TABLE I. Generators in terms of creation and annihilation operators for 
the algebras ofEqs. ( 1.1 )-( 1. 3 ). The coupling of tensor operators is defined 
in Eq. (2.1). 

Algebra 

u(6/2j+ 1) 

up(2j+ 1) 

sPF (2j + 1) 
sUp (2) 

uB (6) 
UB(S) 

80s (6) 

80s (5) 

suB (3) 

80s (3) 

sUB + p (2) 

Generators 

(a+ XP) ~k); a, /3 =' s,d,a 
(a+ Xii)~k) 

(a+Xii)~k),kodd 

(a+ Xii)~I) 

(a+ XP)~k); a,/J = s,d 
(d+Xd):,") 

(d +Xd)~k), kodd, s+d,. + d,.+ s 
(d + Xd)~k), kodd 

Q,.: =s+d,. +d,.+s- (.J7/2)(d+Xd)~2); (d+Xd)~1) 
(d + Xd)~1) 

I,,: =..jfO(d+Xd)~1) -aJ(a+Xii)~I), 
wherea j = {!j(j+ 1)(2j+ 1)}112 

where the HJi) are scalars with respect to d j • Now, the 
hierarchy can be tested by comparison of the coupling con­
stants with ditferent upper index i. 

(a) For the presentation of the invariants, let us start 
with the purely bosonic part. There are---except for a con­
stant-nine SOB (3) scalars satisfying the conditions im­
posed above (a detailed analysis of these terms has been giv­
en in Ref. 3). Table III shows the invariance properties of 
these scalars with respect to UB ( 6) and its subalgebras that 
occur in the three chains of Eq. (1.2). As mentioned above, 
there are no combinations that give new invariants on a high­
er stage. Furthermore, one should notice that-in contrast 
to what is found in some discussions of the IBA-all terms 
can certainly be expressed by Casimir operators but that one 
term is not a Casimir operator itself but a product of two 
linear ones. 

(b) For the purely jermionic part, one findsj + ~ linear­
ly independent sup (2) scalars, namely 

A 
Np and Ak: = (a+Xa+)(2k)X (aXa)(2k»)(O) , 

(3.3) 
k = 0, 1, ... ,j - ! . 

A 

Among them there are two Up (2j + 1) scalars, Np and 
C~p(2J+ 1) (cf. Table II), and together with C;PF(2i+ 1) one 
already has all purely fermionic Spp (2j + 1) invariants. A 
proof of this statement is given in Appendix A. For the re­
maining sUp (2) scalars one can, without loss of generality, 
chooseA k with k = 1,2, ... ,j -~. 

(c) In the Bose-Fermi part of the chain one finds the 
following 12 SUB + p (2) scalars: 

s+(d X (a+ Xa)(2»)(0) + h.c. , 

(d + Xd)(k)X (a+ Xa)(k»)(O) , k = 1,2,3,4, 
(3.4) 

s+(d + X (aXa)(2»)(0) + h.c. , 

(d + Xd + )(k) X (aXa)(k»)(O) + h.c., k = 2,4, 

and 

A: = r.(a+ Xa+ )(0) + h.c. , 

B: = (,[5 (d Xd)(O) - r).(a+ xa+ )(0) + h.c. , 

A A 
(3.5) 

NB·Np , 
A 

nd·Np • 

Notice that five of them do not conserve the nucleon num­
ber, which is a direct consequence of the introduction of 
quasiparticles. Only the four scalars of Eq. (3.5) are also 
invariants with respect to SOB (3) X sUp (2), and no linear 
combination of the operators of (3.4) would result in an 
additional SOB (3) X sUp (2) scalar. Table IV shows the in­
variance properties of the operators (3.5) at the different 
stages. The only u (6/2 j + 1) scalars are indeed the Casimir 

TABLE II. Linear (C1 ) and quadratic (C2 ) Casimir operators with their eigenvalues for the oscillator representations defined by Table I. For the 
notation, see Eq. (2.1); Q, I, and a J are given in Table I. 

Algebra 

u(6/2j+ 1) 

up(2j+l) 
uB (6) 

UB (5) 

Algebra 

u(6/2j+ 1) 
up(2j+ 1) 

SPF(2j+ 1) 
sUp (2) 

UB (6) 

uB (5) 

80s (6) 

80s (5) 

SUB (3) 

80s (3) 

sUB + p (2) 

Linear Casimir operator 

%=NB +Np 
Np = - ~2j + 1 (a+ Xii)'O) 
'" NB =nd +s+s 
nd = ..{S(d + X d) (0) 

Quadratic Casimir operator 

.f(% + 5 - J .. 2j + 1») 
Np (2j + 2 - Np ) 

Np (2j + 3 - Np) + (2j + l)(a+xa+),O)(iiXii)'O) 
-,f3 a 2(a+ Xii)(1)X (a+ Xii)(1»)'O) 
'" '" j 
NB(NB + 5) 

nd (n;! + 4) 
NB (NB + 4) - [ ..{S (d + Xd +)'0) - s+s+][ .J5 (d Xd)'O) - ss] 
fid(nd + 3) - Sed + xd +)'O)(d Xd)'O) 
f..{S (Q xQ)'O) - 5 yj (d + Xd)(1)x (d +Xd)(1»)'O) 

- 10 ,f3(d + Xd)(1)x (d + X d) (1))'0) 

- ,f3 (1 XI)'O) 
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Eigenvalue 

Eigenvalue 

..Y(..Y + 5 - (2j + I» 
N p (2j + 2 - Np ) 

v(2j+ 3 -v) 

Lp(Lp + 1) 

NB(NB +5) 
nd(nd + 4) 

q(q+4) 

T(r+ 3) 

~ [(Ii + Jl)(1i + Jl + 3) - Ii Jll 
LB(LB + 1) 

1(1 + 1) 
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TABLE III. Purely bosonic invariants with respect to the algebras of Eq. 
( 1.2). The definition of the operators in terms of creation and annihilation 
operators can be taken from Table II. A plus (minus) sign means that the 
corresponding operator on the left is (is not) an invariant with respect to the 
corresponding algebra on top. 

+ 
+ 

+ 
+ 
+ 
+ 

+ 

+ 
+ 

+ 

operators C~(6/2j+ 1) and C~(6I2i+ I). 

+ 
+ 
+ 
+ 
+ 
+ 

+ 

+ 
+ 

+ 

IV. SOME REMARKS ON THE MATRIX ELEMENTS 

+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 

For the diagonalization of the general Hamiltonian one 
has to know the matrix elements of all invariants in a certain 
basis. To this end, it is advantageous to start with a basis 
where as many relevant operators as possible are diagonal, 
i.e., to take the basis of the limiting case one is dealing with. 
For the sake of simplicity, we will restrict ourselves to the 
uB (5) and SOB (6) limits [cases (I) and (II) ofEq. (1.2)]. 
In principle, the bosonic parts of these limits could be taken 

I 

'" (ff,N~,v,nd,1", (a)IA I ff,NB , v,nd, 1", (a» 

from Ref. 3, but one should take care of the fact that there the 
states of the uB ( 5) limit are not orthonomalized. Therefore 
we give the relevant formulas again in Appendix B. 

In what follows, we only consider SOB (5) 
X SPF (2 j + 1) scalars since-roughly speaking-the effect 
of invariants on lower stages are nearly negligible in the 
framework of a successive, dynamic symmetry breaking ac­
cording to case (I) or (II) ofEq. (1.2). As a consequence, 
the matrix elements of an SOB (5) X SPF (2 j + 1) scalar Hi 
have the general form 

(ff, NB , v, A., 1", (a) IHi Iff', N~, v', A. " 1"', (a'» 

= 8 vY'y' 8vv' 8 rr,8aa, 

X (ff,NB , v, A., 1",(a) IHi Iff,N B' v, A. " 1",(a», 

(4.1 ) 

where (a) denotes the additional set of quantum numbers 
necessary for a unique state labeling and A. = nd [for case 
(I)] or A. = (7 [for case (II)]. Note that Hi is diagonal inff 
due to the imposed conservation of the total particle number 
and that the matrix elements of an SOB (5) X sPF (2 j + 1) 
scalar do not depend on the quantum numbers (a) in Eq. 
(4.1 ). 

In Appendix B, we give the transformation between the 
bases-which are orthonormalized in contrast to those of 
Ref. 3-ofthe two limiting cases considered. Consequently, 
if Hi is diagonal in one basis, its matrix elements in the other 

A '" one can be calculated straightforwardly. Since A and B are 
the only SOB (5) X sPF (2 j + 1) scalar that are not diagonal 
in both bases, we give their matrix elements explicitly: 

=82,INB
-Nsl [(x - nd + l)(x - nd)( ff -x - v+ 1)(2j + 2 +x -ff - v)/(2j + l)r /2 , (4.2) 

and 

'" (ff, N~, v, (7, 1", (a) IB Iff, NB , v, (7, 1", (a» 

-8 [(x - (7+ l)(x +(7+ 5)( ff -x - V+ 1)(2j+ 2 +x -ff - v)/(2j+ 1)]1/2, - 2,INB -Nsl (4.3) 

where x = ~ (NB + N ~). These formulas can be come to by 
means of the states given in Appendix B. 

V. DISCUSSION 

Let us first sum up our results. For the symmetry break­
ing scheme (1.1), which has been proposed recently/ we 

, 
have constructed all Hermitian scalars that conserve the to­
tal particle number and consist of expressions at most quar­
tic in the bosonic and fermionic creation and annihilation 
operators. This automatically leads to the most general Ha­
miltonian for this supersymmetry scenario. 

For the SOB (5) XSPF (2j + 1) scalars all formulas are 
given that are needed for the calculation of the matrix ele-

TABLE IV. Invariance property of the Bose-Fermi operators ofEQ. (3.5). A plus (minus) sign means that the corresponding operator on the left is 
(is not) an invariant with respect to the corresponding algebra on top. 

uF (2j+l) sPF(2j + 1) uB(6) sOa (6) SUB (3) uB (5) sOa (5) 

NB·NF + + + + + + + 
'" ~4..NF + + + + 

A + + + '" B + + + 
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ments in the UB (5) and 80s (6) limits [cases (I) and (II) of 
Eq. (1.2)]. We did not carry out the diagonalization ofthe 
general Hamiltonian, which is a numerical problem. Never­
theless, this should be done in the future if more data are 
available to test the relevance of the different terms. A priori, 
there is no argument why nondiagonal invariants should be 
less important than diagonal ones, but it is astonishing that 
in several cases l .4 the diagonal terms alone produce a re­
markably good description of the experimental data. A 
physical understanding of these phenomena remains an 
open question. 
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APPENDIX A: THE sPF(2/ + 1) SCALARS 
'" (2' 1) In what follows, we shall prove that NF , e ~F ,+ ,and 

e~PF(2j+ 1) are the only fermionic SPF (2j + 1) invariants 
that satisfy our general conditions. 

Ifwe suppose the existence of a further linearly indepen­
dent invariant, I, we can, without loss of generality, choose 

j-3/2 
1= L {3IAI' A I =(a+xa+)(21)X(axa)(21)j<0). 

1=1 
(AI) 

With the generators of SPF (2 j + 1) (see Table I), we must 
have 

[I, (a+xa)~k)] =0, k odd, 

and hence 

v= -j 

j j j-Y2 - II + ~ - - ~ e ii 21 - ay £.- asa l _ s £.- al sl-sl' 
y = - i s = 3/2 1= 1 

where 

(A2) 

(A3) 

a l = (4{31/~41 + 1) e~{ _AI, 1= 1,2, ... ,j - ~. (A4) 

Consequently, 
i-3/2 
~ "21 £.- al e{'I_sl = 0, s =~,~, ... ,j. (A5) 

1=1 
Now, using the orthogonality relations of the Clebsch-Gor­
dan coefficients, we obtain 

i j- 3/2 
0= ~ ~ a e ji 2keii 21 £.- £.- I .1-.1 .1-sl 

.=3/2 1= I 
1 i - 3/2 j 

=- ~ a ~ e}j 2ke}j 21 2 £.- I £.- .I-sl sl-.1 
1=1 S=-j 

(A6) 

= ! ak' k = 1, 2, ... ,j - ~ . 

From (A4) one can now conclude that {31 = 0, for 
1= 1,2 • ...• j -~. i.e., 1==.0. which completes the proof. 

APPENDIX B: SOME REMARKS ON THE FOCK BASIS 

In this appendix. we give the relevant formulas that are 
needed for the calculation of the matrix elements of all 
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80s (5) XSPF (2j + 1) scalars in the UB (5) and 80s (6) lim­
its ofEq. (1.2). Our aim is first the construction of the purely 
fermionic states. INF, V. ({3», and the purely bosonic ones, 
INB ,..t,1', (y»,..t = nd • u, in the Fock space. To this end, 
we assume the orthonormal states I v. v, ({3» and 
11'.1'.1', (y» to be given. 

Acting on these states with the Casimir operators of 
SPF (2j + 1) and SOB (5) (see Table II), respectively, one 
finds 

(axa)(O) lv, v, ({3» = 0, (B1) 

and, with B: = ..j5(d Xd)(O) , 

B 11',1',1', (y» = O. 

Using now the commutation relations 

[(aXa)(O) , (a+Xa+)(O)] 

= [2/(2j + 1)] (2NF - 2j - 1) , 

[B, B +] = 10 + 4nd , 

one obtains after normalization 

INF , v, (/3» 
= l.. [ (2j + 1)k(j + ! - v - k)! ] 1/2 

2k k!(j+!-v)! 

X [(a+ xa+ )(O)]k Iv. V. ({3» , 

where k =! (NF - v), and 

Ind' nd, 1', (y» 

[ 
(21'+3)!! ]1/2 

= 2kk'( 3)" (B+)kl1',1',1',(y», 
. nd + 1'+ .. 

where k = ! (nd - 1') . Together with 

INB , nd , 1', (y» 

(B2) 

(B3) 

(B4) 

(B5) 

_ [ 1 ] 112 + NB - nd 

- (N
B 
-n

d
)! (s) Ind.nd'1', (y», (B6) 

we have the states in the UB (5) basis. 
Now let us construct the bosonic states in the SOB (6) 

basis. Starting again from the states 11',1',1', (y» we first 
give the states I u, U, 1'. (y». Acting on such a state with the 
Casimir operators of SOB (5) and SOB ( 6), one obtains the 
conditions 

lu, u, 1', (y» 
[(u- T)/2) 

= L a; (u, 1')(B + )i(S+ )U- T- 2i 11',1',1', (y» 
;=0 

and 

(B -r) lu, u, 1', (y» = 0, 

respectively. The normalization then yields 

a; (u. 1') 

= [(U+1'+3)1(21'+3)1I]1/2 
2U + I(U + 1)!(u -1')! 

X (2i + 1)11 (u-1') 
(2;+1)(2;+21'+3)11 2; . 
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(B8) 

(B9) 
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Finally, one gets 

IND' 0', 1", (y» 

[ 

( 0' + 2) !2u 
- NB ] 1/2 

= (ND - 0')/2)!(ND + 0')/2 + 2)! 

X [B + - (s+ )2] (NB - U)/210', 0', 1", (y» . (BlO) 

The Bose-Fermi states can now easily be obtained by the 
I 

Notice that this formula does not coincide with that of Ref. 3 
because there the authors use a nonorthonormal basis for the 
states ofthe UD (5) limit. 

1M. Haake, P. Reinicke, and A. Gelberg, Phys. Lett. B 166, 10 (1986). 
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well-known angular momentum coupling. 
By some algebraic manipulations one gets the following 

formula for the basis transformation: 

(N~, nd , 1"', (a') IND, 0', 1", (a» 

(Bll) 

where 

(B12) 

2 A. Arima and F. Iachello, Adv. Nucl. Phys. 13, 139 ( 1984), and references 
therein. 

3 A. Castaiios, E. Chacon, A. Frank, and M. Moshinsky, J. Math. Phys. 20, 
35 (1979). 

4R. F. Casten and P. von Brentano, Phys. Lett. 152, 22 (1985). 
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Scattering of electromagnetic waves from a perfectly conductive slightly 
random surface: Depolarization in backscatter 

J. Nakayama, K. Mitzutani, and M. Tsuneoka 
Department of Electronics, Kyoto Institute of Technology, Matsugasaki, Kyoto 606, Japan 

(Received 10 September 1985; accepted for publication 11 December 1985) 

The scattering of electromagnetic waves from a perfectly conductive slightly random surface is 
studied by a probabilistic method developed recently. For a plane wave incident on a 
homogeneous, isotropic, Gaussian random surface, a stochastic wave solution involving multiple 
scattering effects is approximately obtained by use of the Wiener-Hermite expansion technique in 
the probability theory. Then the backscattering cross section per unit surface is derived for both 
like and cross polarization in a closed form and is shown in the figures. The surface waves 
propagating along the random surface are discussed. 

I. INTRODUCTION 

The scattering of waves from randomly rough surfaces 
has been investigated by many authors, because it is closely 
related to practical problems such as propagation over rough 
sea and land, backscatter from a rough terrain, optical prop­
erties of a random metal surface, etc. For references, see the 
literature. 1-4 Classical approaches of analysis are the small 
perturbation methodS

,6 for a slightly rough surface and the 
Kirchhoff approximation 1-3 for a large-scale rough surface. 
They give a closed form solution for the scattering cross sec­
tion. As is well known, however, the small perturbation 
method yields a solution that unphysically diverges for a 
perfectly conductive random surface and the Kirchhoff ap­
proximation gives no polarization effect. To overcome these 
drawbacks and to clarify the physical mechanism of the scat­
tering precisely, several scattering theories have been devel­
oped recently, They are, for example, the diagram tech­
nique,7-9 use of the extinction theorem,IO,lI the full wave 
analysis,12,13 a probabilistic method,I4-20 and others21-24 by 
which significant progress has been made. However, little 
effort seems to have been made concerning the depolariza­
tion in backscatter, which is often observed in experiments. 

Valenzue1a6 derived a formula for the depolarized back­
scattering cross section by Rice's small perturbation ap­
proach. S His solution works well for a dielectric-air interface 
but gives a diverging scattering cross section for a perfectly 
conductive surface. Baharl2,13 and Nieto-Vesperinas 11 in­
vestigate the depolarization effect by the full wave analysis 
and by use of the extinction theorem, respectively. But they 
were unsuccessful in obtaining depolarization in back­
scatter. Several multiple scattering theories introduced re­
cently have not been successfully developed for depolariza­
tion in backscatter yet. 2 1-24 

The purpose of the present paper is to derive a math­
ematical formula representing the depolarized backscatter­
ing cross section for a perfectly conductive Gaussian ran­
dom surface. For analysis we employ a probabilistic 
method 14-20 developed recently, which was originally intro­
duced in the theory of waves in random media.2s-27 By use of 
the translation invariance property of a homogeneous ran­
dom surface, we look for a possible form of the scattered 
wave, which proves to be a homogeneous random function 
multiplied by an exponential phase factor. Using the Wie-

ner-Hermite expansion technique28-30 in the probability 
theory, which is summarized in the Appendix, we calculate 
the scattered wave field as a stochastic functional of the 
Gaussian random surface. Then we definitely obtain the 
backscattering cross section with depolarization. 

Only the monochromatic wave is considered but the 
time dependence exp( - ;211'101) assumed is suppressed 
throughout the paper. 

II. FORMULATION OF THE PROBLEM 

Let us consider the scattering of an electromagnetic 
wave from a slightly random surface as is shown in Fig. 1. 
We denote a three-dimensional vector by ze" + r, 
r = xe" + yey being a two-dimensional vector in the x-y 
plane R 2 = ( - 00 <x, y< 00 ), and (e" ,ey ,ez ) being unit vec­
tors along the Cartesian coordinates. We assume that the 
perfectly conductive surface is mathematically given by a 
homogeneous random function as 

z = l(r,OJ), reR 2, OJEn, (1) 

where OJ is a probability parameter denoting a sample point 
in the sample space n. We assume a strong condition such 

z 

INCIDENT WAVE 
IK' 

y 

FIG. 1. Scattering of electromagnetic plane waves from a slightly random 
perfectly conductive surface. The wave vectors of an incident wave, of a 
specularly reftected wave, and of a scattered wave are denoted by I', I. and 
It, respectively. The vertical and horizontal polarization vectors are repre­
sented by eN and ey , respectively. 
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that the sample space n is of the functional space type31 
derived from j(r,w). Under this condition, a shift of the 
sample function by a generates a measure-preserving trans­
formation T a in the sample space such that25,28,31 

/(r + a,w) = j(r,Taw), aeR 2 . (2) 

Here, the measure-preserving transformation Ta, which is 
often called the shift, becomes a group: TO = 1 (identity); 
TaTb = Ta + b. Once the shift T a is so defined, g( Trw) be­
comes a strictly homogeneous random function of r for any 
random variable g(w). We call such a random function 
g( F w) a homogeneous random function generated by the 
shift. For example, if we put j(w) /(O,OJ), we can write 

z=j(r,w) =f(FOJ), (3) 

where f( TrOJ) is a homogeneous random function generat­
ed by the shift. Note that f(r,OJ) =f(Trw) does not have 
any translation invariance as a function ofr, i.e., as a sample 
function. From (2) or (3), however, the homogeneous ran­
dom function j(r,OJ) is invariable under a translation in the 
product space R 2 X n that takes (r,OJ) into (r + a, T - aOJ ). 
Such a translation invariance will be used below. 

In what follows, however, we assume for concrete anal­
ysis that f( TrOJ) is a homogeneous and isotropic Gaussian 
random function given by a Wiener integraI28

,30: 

z =f(TrOJ) = f F(A)ei1..r dB(A,OJ) , 
JR2 (4) 

where dB(A,W) is the complex Gaussian random measure 
defined in (A4)-(A6). By (AS), Eq. (4) has zero average 
and the variance equal to 

til = <p(FOJ» = f IF(A) 12 d A. 
JR' 

(5) 

Here, the angle brackets denote the average over the sample 
space, u is the rms surface height, and IF( A) 12 is the rough­
ness spectrum satisfying 

IF(AW = IF(AW, IAI = A, (6) 

which makes f(FOJ) isotropic. For an arbitrary roughness 
spectrum we can calculate many statistical properties of the 
scattering. For numerical calculation, however, we will use 
the Gaussian roughness spectrum: 

(7) 

where K is the correlation radius of the random surface. 
We denote the electric field in free space above the sur­

face by E(z,r,w), which satisfies Maxwell's equations, the 
divergence-free condition (div E = 0), and the boundary 
condition DxE(z,r,OJ) = ° on the random surface. For a 
slightly rough surface with gentle sloping, where ku<l and 
kK> 1, however, we employ the effective boundary condi­
tion3

•
16.17 on the x-y plane at z = 0: 

Eo(O,r,OJ) + f( FOJ) !... Eo (O,r,OJ ) az 
+ gradf( Trw) • Ez (O,r,OJ) = ° , (8) 

where Eo is the projection of the electric field E(z,r,w) on the 
x-y plane and Ez is its z component. We define the wave 
vector k and the polarization vectors associated with k as 
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k = 17 + k e k 2 - 172 k - (k 2 _ 172 ) 1/2 no z z' 0--0, z- .n.o, 
(9) 

eH(k) = koxez/ko , ev(k) = kXeH(k)/k, 

where k is the wave number in free space, and a SUbscript H 
or Vindicates the horizontal or vertical polarization, respec­
tively. We write the electric field as 

E(z,r,OJ) = EO(z,r) + ES(z,r,OJ) , (10) 

where EO is the unperturbed electric field over the nonftuc­
tuating surface z ° and ES is the perturbed field due to the 
surface roughness. For a horizontally polarized plane wave 
incident we write 

EO(z,r) =eiKoX [ _eH(K')e-iKzZ+eH(K)iKzZ], (11) 

K'=Ko-Kzez , K=Ko+Kzez , 

Ko = Koex = k sin(Oo)ex , 

Kz=(k2_K~)1/2=kcos(00»0, (12) 

where the first term and the second one in the braces in ( 11 ) 
correspond to the incident plane wave and the specularly 
reftected wave respectively, the plane of incidence has been 
taken in the x-z plane, K' or K is the wave vector of incident 
wave or that of the specularly reftected wave, and 00 is the 
angle of incidence. 

We have seen that the random surface f( r ,OJ) = f( F w ) 
is invariable under a translation in the product space R 2 X n 
that takes (r,OJ) into (r + a, T -aw). Such a translation in­
variance is now employed in order to determine a possible 
form of the scattered wave. Following Ogura and co­
workers,25-27 we introduce the translation operator D a by 
the relation 

DaE(z,r,OJ) = E(z,r + a,T -aOJ), aeR 2. (13) 

By ( 10 )-( 13), the random surface, the incident plane wave, 
and the scattered wave are translated under D • as follows: 

z=f(Trw)-+D'l(Trw) =f(TrOJ), 

EO(z,r)-+D-Eo(z,r) = e'XoaEo(z,r) , (14) 

ES(z,r,OJ )-+D RES(z,r,OJ) = ES(z,r + a,T -OJ). 

Because operating D a gives only an additional phase factor 
to the incident plane wave for any value of a and the random 
surface remains invariable, D RES(z,r,OJ) should equal 
ES (z,r,w) multiplied by the additional phase factor,32 name­
ly, 

(15) 

from which one easily finds a possible form of the electric 
field as 

E(z,r,OJ) = iKoZ[UO(z) + US(z,Trw) 1, (16) 

where we have put 

UO(z) = EO(z,O), US(z,w) = ES(z,O,OJ) . (17) 

Note that US (z, F OJ) in the right-hand side of (16) is a strict­
ly homogeneous random function ofr, because it is described 
by the shift F in the sample space3 !: but US(z,T'OJ) is inho­
mogeneous in thez direction. Thus the scattered wave is writ­
ten by a homogeneous random function multiplied by a 
phase factor; the phase factor is uniquely determined by the 
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incident plane wave. This is analogous to the Ploquet 
theorem in the theory of diffraction by a periodic surface, 
where the form of solution becomes a periodic function, with 
the same period as the surface, multiplied by a phase factor. 

Because of (16), the problem is reduced to finding a 
homogeneous vector random function U'(z,Trm). General­
ly speaking, there are two different ways to calculate such an 
unknown random function. In many scattering theor­
ies,7-9.21 such an unknown random function is usually con­
sidered as a function of Z and r for a fixed m to derive an 
integral equation for the wave field. Then the integral equa­
tion is averaged over the sample space in order to get a mo­
ment equation such as the Bethe-Salpeter (BS) equation. 
However, this paper employs another idea, commonly used 
in the theory of stochastic processes, that considers 
U'(z,Trm) as a random variable (a function of m) for fixed Z 

and r. Because the sample space n is assumed to be a func­
tional space type derived by f( r ,m ), a function of m means a 
functional of f(r,m) in general, so that U(z,Trm) is a func­
tional of the random surface f( Tr m). However, we will re­
gard U'(z,Pm) as a stochastic functional of dB(A,m), be­
cause f( Pm) is a functional of dB(A,m) by (4). Then each 
component ofU'(z,Trm) can be represented in terms of the 
Wiener-Hermite expansion given by (AI4), which holds as 
a random variable in the mean square sense [cf. (AI5)]. 
However, we modify (AI4) to make the scattered wave 
E'(z,r,m) = eiKoxU'(z,Trm) satisfy Maxwell's equations 
and the divergence-free condition (div E' = 0) term by 
term, and we put 

E'(z,r,m) = eiKoX{eH (K) AoeiKzz + ev(K)BoeiKzZ} 

+eiKox r {AI(A)eH[A] +BI(A)edA]} 
JR Z 

+ eiKox r r {A2(A,A')eH [A + A'] 
JRZJR Z 

+ B2(A,A/)ev [A + A']} 

X/o.+ },.')r + ikz{},. + },.')Zh (2)[dB(A), dB(A/)] 

+ "', (18) 

where the h (n),s are Wiener-Hermite differentials defined 
by (A7)-(All), and kz (A) is thez component of the wave 
vector k(A) associated with a Bragg vector A relating to a 
scattering direction, 

k(A) = ko(A) + kz (A)ez , k2(A) = k 2, 

ko(A) = Ko + A = (Ko + Ax,Ay) , Iko(A) 1 = ko(A) , 

kz (A) = [k 2 - (Ko + A)2j1/2, Im[ kz (A)];;o.O, 

Ko = ko(O) , K z = kz (0) . (19) 

A positive real and positive imaginary k z (A) indicate an 
outgoing wave and an evanescent wave, respectively. The 
polarization vectors eH [A] and e v [A] associated with a 

I 
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Bragg vector A are given by 

Ay 
eH[A] =eH(k(A»)=--ex 

ko(A) 

ev[A] = ev(k(A») 

kz (A) [(Ko + Ax )ex + Ayey ] 

kko(A) 
kO(A) 

- ---ez • 
k 

(20) 

The unknown coefficients An and Bn, which are determinis­
tic functions symmetrical with respect to their vector argu­
ments, denote the amplitude of horizontally and vertically 
polarized partial waves. The first term in (18) is the coher­
ent part of E' and each integral represents an incoherent 
wave, which is written by a sum of outgoing plane waves and 
evanescent waves. 

Once A n and B n are solved, we find the stochastic wave 
field from (18), in terms of which any statistical quantities 
of the scattering may be calculated. However, we write for­
mulas only for the coherent scattering and the backscatter­
ing cross section per unit surface here. Since the h (n),s have 
zeroaveragewhenn~Oby (A9), we have from (10), (11), 
and (18) the coherent wave field 

(E(z,r,m» = eiKox{ - eH (K/)e - iKzz 

+ [(1 + AO)eH (K) + Boev(K) }eiKzZ} . 

(21) 
The backscattering cross section uB(O) can be written in 
terms of the coefficients l6 as 

(22) 

O:h (0) = 41rk 2 cos2(O) {I Al ( - 2k sin Oex) 12 

+ 21L
z
1A2( - 2ksin ()ex - A/,A/Wd A' + "l 

(23) 

O:v (0) = 41rk 2 cos2(O) {IB I ( - 2k sin Oex W 

+ 2! LzIB2( - 2ksin ()ex - A/,A/Wd A' + ".J ' 
(24) 

where 0 is a scattering angle equal to the angle of incidence 
00 (see Fig. 1), and subscripts hh and hv denote horizontal 
transmission-horizontal reception and horizontal transmis­
sion-vertical reception, respectively. We will calculate 
O:h (0) and O:v (0) below. 

III. AN APPROXIMATE SOLUTION 

In order to solve the coefficients An and Bn, we first 
derive equations for An and Bn from the boundary condition 
(8). Since the Wiener-Hermite expansion ( 18) holds in the 
mean square sense, the equality in (8) also should hold in the 
mean square sense, namely, 

(25) 
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Assuming that term by term derivative of the Wiener-Hermite expansion (18) converges to corresponding derivative of ES, 
we substitute (4), (10), (11), and ( 18) into (25) and calculate the left-hand side of (25) by use of the orthogonality relation 
(A9) and the recurrence formula (A8) of h (n). Then we find a set of equations for An and Bn, of which the lowest four 
equations are 

eH(K)Ao + e~ (K)Bo + i1 kz (A){eH [A]AI(A) + e~ [A]BI (A)} F*(A) d A - i1 A F*(A)evz [A]BI (A) d A = 0, 
R2 R2 

eH [A]A I (A) + e~ [A]BI (A) + iKz [eH (K)(2 + Ao) + e~ (K)Bo] F(A) + iA F(A)evz (K)Bo 

+ 2i1 F*(A')kz(A + A'){eH[A + A']A 2 (A,A') + e~ [A + A']B2 (A,A')} d A' 
R2 

- 2i1 A'F*(A')evz [A + A']B2 (A,A') d A' = 0, 
R2 

eH [A + A']A2 (A,A') + e~ [A + A']B2 (A,A') 

+ (i/2)F(A) [kz (A'){eH [A']A I (A') + e~ [A']BI (A')} + Aevz [A']BI (A'» 

+ (i/2)F(A') [kz (A){eH [A]A I (A) + e~ [A]BI (A)} + A'evz [A]BI (A» 

+ 3;1 P*(A")kz(A + A' + A"){eH[A + A' + A"]A 3 (A,A',A") + e~ [A + A' + A"]B3 (A,A',A")} d A" 
R2 

- 3i1 A" F*(A" )evz [A + A' + A" ]B3 (A,A',A") d A" = 0, 
R2 

eH[A + A' + A"]A3 (A,A',A") + e~ [A + A' + A"]B3 (A,A',A") 

+ (i/3)F(A")kz (A + A'){eH [A + A']A 2 (A,A') + e~ [A + A']B2 (A,A')} 

+ (i/3)F(A')kz(A + A"){eH [A + A"]A 2 (A,A") + e~ [A + A"]B2(A,A")} 

(26) 

(27) 

(28) 

+ (i/3)F(A)kz (A" + A'){eH [A" + A']A 2 (A",A') + e~ [A" + A']B2(A",A')} + (i13)A" F(A")evz [A + A']B2(A,A') 

+ (i/3)A'F(A')evz [A + A" ]B2 (A,A") + (i/3)AF(A)evz [A' + A"]B2 (A",A') + .,. = 0, (29) 

wheree~ [A] ande yz [A] are the projection ofey [A] on thex-y plane and itsz component. Equations (26)-(28) are the same 
as (65)-(67) ina previous paper, 16 where the first-order solutions, including Ao, Al (A),Bo, andBI (A), were obtained with a 
rough approximation. However, we will obtain here the second-order solutions, involving Ao, Bo, Al (A), BI (A), A2(A,A'), 
and B2(A,A'), in a more precise manner. 

Let us obtain A2 and B2 from (28). To obtain a solution involving multiple scattering, however, we approximately put 

eH[A + A' + A"] A3 (A,A',A") + e~ [A + A' + A"]B3 (A,A',A") 

~ - (i/3)F(A" )kz (A + A'){eH [A + A'] A2(A,A') + e~ [A + A']B2 (A,A')} - (i13)A" F(A")euz [A + A']B2(A,A') , 
(30) 

which has been obtained from (29) by neglecting the fourth, fifth, seventh, and eighth terms. Taking the e~ [A + A' + A" ] 
component of this gives 

B3 (A,A',A")"" - iF(A ") [kkz(A + A')ko(A + A'){eH[A + A']A"} A2 (A,A') 
3kz (A + A' + A")ko(A + A')ko(A + A' + A") 

+ {k;(A + A')ko(A + A')ko(A + A' + A") - k~(A + A')[ko(A + A' + A")A"]}B2 (A,A')] . (31) 

Substituting (30) and (31) into the fifth and sixth terms in (28), we obtain a vector equation for A2 and B2: 

A2(A,A'){eH [A+A'][I+kz(A+A') J kz (A+A'+A")IF(A")12dA"] 

1438 

+ k (A + A') H d A" 
J 

A"I F(A")1 2 (e [A + A']A") } 

Z kz(A+A'+A") 

+B2(A'A'){e~ [A + A'] [1 + kz(A + A') J kz(A + A' + A")I F(A") 12 d A"] 

+J A"k(ko(A+A')A
N

] IF(A") 12 dA"} 
kz (A + A' + A")ko(A + A') 

= - (i/2)F(A) [kz (A'){eH [A'] Al (A') + e~ [A']BI (A')} + Aevz [A']BI (A'» 

- (iI2)F(A') [kz (A){eH [A] Al (A) + e~ [A]BI (A)} + A'euz [A]BI (A)] , 
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where the limit of each integral is equal to R 2. Taking the eH [A + A'] and e.o [A + A'] components of this yields linear 
equations for A2 and B2, 

[k + kz (A + A')Zsh (Ko + A + A')] A2 (A,A') + kQ(Ko + A + A')B2(A,A') 

ikF(A) [kz (A')ko(A')ko(A + A') AI(A') - kko(A'){i..eH [A']}BI(A')] 
= - ----~------------------------------------~ 

2ko(A')ko(A + A') 

ikF(A') [kz (A)ko(A)ko(A + A') Al (A) - kko(A) {A'eH [A]}BI (A)] 

2ko(A)ko(A + A') 

kz (A + A')Q(Ko + A + A') A2(A,A') + [kz (A + A') + kZsv (Ko + A + A') ]B2(A,A') 

ikF(A) [k A' A A' A A' [k2ko(A')ko(A+A')-k~(A')~(A+A')]BI(A')] 
= - 2k

o
(A+A') z( ) eH[ ] I( ) + kko(A') 

ikF(A') [k (A)A'e [A] A (A) [k 2ko(A)ko(A + A') - k ~ (A)~ (A + A'>]BI (A) ] 
2ko(A + A') z H I + kko(A) , 

(33) 

(34) 

where Zsh (Ko + A + A') and Zsv (Ko + A + A') are equivalent surface impedances for horizontal and vertical polarized 
partial waves, respectively, which are given by 

Zsh (Ko + A + A') = k f [kz(A + A' + A") + {eH[A + A']A"F] j F(A"W d A" , (35a) 
JR2 kz(A + A' + A") 

=k f [P,(A+A"A) + AH2 ] jF(AWdA, 
JR2 p,(A + A',A) 

(35b) 

Z (Ko + A + A') = ~ f {k2(A + A') 0 k (A + A' + A") + k
2
[ko(A + A')A"j2 } j F(A"W d A" , 

sv kJR 2 Z z k~(A+A')kz(A+A'+A") 
(36a) 

=~ f {k:(A+A')OP,(A+A',A)+ k
2
A/ } jF(A)j 2dA, 

k JR2 p,(A + A',A) 
(36b) 

and Q(Ko + A + A') is a coupling coefficient given by 

Q(Ko+A+A') =kf [ko(A+A')A"]{eH[A+A']A"} jF(A")j2dA" 
ko(A + A')kz (A + A' + A") , 

(37a) 

= k f AH Ay j F(A) j2 d A . 
JR2 p,(A + A',A) 

(37b) 

Here, because eH[A + A'] and ko(A + A')lko(A + A') are unit vectors perpendicular to each other, we have 

A"=A=AHeH[A+A'] +Ay ko(A+A') , dA"=dA=dAHdA y , 
ko(A + A') 

(38) 

II(A+A'A)=k(A+A'+A e [A+A']+A ko(A+A'»)={k 2 _[k(A+A')+A ]2_A2}1/2 
r 'z H H y ko(A + A') 0 y H' (39) 

It should be noted, however, that (35b), (36b), and (37b) are valid only for an isotropic random surface with (6). For such 
an isotropic surface Zsh (Ko + A + A'), Zsv (Ko + A + A'), and Q(Ko + A + A') become isotropic functions with 

Zsh (Ko + A + A') = Zsh (jKo + A + A'j), Zsv(Ko + A + A') = Zsv(jKo + A + A'j), (40) 

Q(Ko+A+A') =Q(jKo+A+A'j) =0, (41) 

where (41) holds because the integrand in (37b) is an odd function with respect to AH • If the Gaussian roughness spectrum 
(7) is assumed, two-dimensional integrals in (35b) and (36b) are easily reduced to one-dimensional ones that are evaluated 
numerically. Numerical examples of Zsh (kp) and Zsv (kp) are illustrated in Fig. 2 as functions of kp for the Gaussian 
roughness spectrum (7). The real part (resistance) of Zsh (kp) or Zsv (kp) represents energy dissipation due to scattering, 
whereas the imaginary part (reactance) implies stored energy near the surface due to evanescent waves generated by the 
surface roughness. By (35) and (36) these surface impedances are proportional to 02, and hence they are considered as a 
double scattering effect. When the surface is slightly rough, they are small quantities of the order 02 for O<kp<k, but are not 
small for kp>k. In fact, Fig. 2 shows that, for p> 1, 1m [ Zsh (kp)] becomes a large positive value proportional to pi, and 
1m [ Zsv (kp) ] also becomes a large negative value proportional to p2. We will use these asymptotic property of the equivalent 
surface impedance below. From (33), (34), and (41) we find solutions for A2 (A,A') andB2(A,A'), which are symmetrical 
with respect to A and A': 

A (AA') - [ k ][v. (AA') + v. (A' A)] 
2' - k+kz(A+A')Zsh(Ko+A+A') 2h' 2h', (42a) 
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FIG. 2. Equivalent surface impedance. (a) Zsh (kp) for the horizontally polarized wave and (b) Z"" (kp) for the vertically polarized wave. The solid and 
broken curves indicate the real and imaginary parts, respectively. The Gaussian roughness spectrum (7) is assumed and K is the correlation distance ofthe 
random surface. 

, iF(A) [kz (A')ko(A ')ko(A + A') Al (A') - kko(A') {AeH [A']}BI (A')] 
V2h (A A ) = - (42b) 

, 2ko(A')ko(A + A') , 

B (A A') - [ k ] [V (A A') + V (A' A)] 43 
2 , - k

z 
(A + A') + kZsv (Ko + A + A') 2v' 2v" ( a) 

V (AA')= - iF(A) [k (A'){Ae [A']}A (A') + [k2ko(A')ko(A+A')-k~(A')~(A+A'>]BI(A')J. 
2v , 2k (A + A') z H I kk (A) 

o 0 (43b) 

The first factor in ( 42a) or in ( 43a) is a resonance factor that is an isotropic function depending only on I Ko + A + A'I by ( 19) 
and (40). A complex pole of the resonance factor determines a propagation constant of a guided surface wave propagating 
along the random surface, as will be discussed later. A numerical example of the resonance factor is illustrated in Fig. 3, in 
which a sharp peak suggests the existence of a guided surface wave. Solutions (42) and (43) may be represented by an 
equivalent network shown in Fig. 4(e) or Fig. 4(f); in Fig. 4(e), V2h (A,A') + V2h (A',A) is the output voltage of the generator 
with internal impedance Zsh (Ko + A + A') and A2 (A,A') is the amplitude of the voltage wave traveling on the transmission 
line with impedance k Ikz (A + A'), whereas in Fig. 4(f), V2v (A,A') + V2v (A',A) becomes the voltage of the generator with 
internal impedance Zsv (Ko + A + A') and B2 (A,A') is the amplitude of the current wave propagating on the transmission line 
with impedance kz (A + A') I k. 

Coefficient A2(A,A') remains finite withoutZsh (Ko + A + A'). If we neglectZsv (Ko + A + A'), however, B2 (A,A') will 
diverge for Ko + A + A' such that 

kz(A+A') = [k 2
_ (Ko+A+A,)2]1/2=O, IKo+A+A'1 =k, (44) 

which is the so-called Rayleigh wave number. However, our solution (43) always remains finite and gives a finite value for the 
depolarized backscattering cross section, as will be shown below. 
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FIG. 3. Resonance factors in the solutions An andBn , n = 0,1,2. (a) The resonance factorfor the An's and (b) the resonance factorfor the Bn's. A sharp 
peak suggests the existence of a guided surface wave propagating along the random surface. 

1440 J. Math. Phys., Vol. 27, No.5, May 1986 Nakayama, Mitzutani, and Tsuneoka 1440 



                                                                                                                                    

z = 0 

z-o 

+-- exp[ - iKzz] 

~ r h(KO)exp[iKZZ] 

k 
ZR. = -K-z __ 

(8) 

Match 
l~CiO 

Match ----.. 
(c) z-4(JJ 

(e) 

~ 
Match 

1_00 

~--- exp[-iKzZ] 

~ '-v(Ko)exp[iKzZ] 

K 
Z =_z 

1. k -Match 

(b) 

Match 

(d) I---':;CO 

--+- B2(A,A' )exp[ikz(A+A' )z] 

kz(A + A') 
ZR. = k 

V2v (A,A')+ V2v (A' ,A) 

(1) 

Match 
~ 

FIG. 4. Equivalent transmission line networks. 
The transmission line impedance is denoted by 
Z/ and the output voltage of the generator by V. 
The A. 's are the amplitude of the voltage wave, 
whereas the B.'s are the amplitude of the cur­
rent wave. r h is the voltage reflection coeffi­
cient, where r. becomes the current reflection 
coefficient . . ' 

Next we look for AI and BI. Neglecting the first term in (428), the first term in (43a), Z." (Ko + J.. + J..I), and 
ZiJI) (Ko + J.. + J..I) as well, we insert (42) and (43) into (27). After calculation we find 

A (A) {e [J..] [1 + k (J..) f k (J.. + J..I) I F(J..I) 12 d J..I] + k (J..) f J..II F(J..I) 12(eH [J..]J..') d AI} 
1Hz z z k

z 
(J.. + J..I) 

+ B (J..) {e [J..] [1 + k (J..) f k (J.. + J..I) I F(J..I) 12 d J..I] + f k J..II F(J..I) 12 [ko(J..)J..'] d J..I} 
I ~ z z kz (J.. + J..1)ko(J..) 

= iKz (2 + Ao)F(J..)ey + iBo(Ko J.. - K:e,,) F(J..)/k, (45) 

where the limit of each integral is equal to R 2 again. Taking the eH [J..] and e~ [J..] components of this, we obtain linear 
equations for AI (A) and BI (A): 

[ k + k (J..)Z (TC + J..)] A (J..) + kQ(TC + J..)B (J..) = _ ik [Kz (2 + Ao) (Ko + A,,) + B,JcAy] F(J..) (46) 
z '" -0 I -0 I ko(J..) , 

k (J..)Q(TC + J..)A (J..) + [k (J..) + kZ (TC + J..)]B (J..) = iF(J..) Kz (2 + Ao)Ayk + Bo[ Kok ~ (J..) - k 2(Ko + A,,)] 
z -0 I Z iJI) -0 I ko(J..) , 

(47) 

where Z", (Ko + J..), ZiJI) (Ko + J..) and Q{Ko + J..) can be obtained from (35)-(37) by putting J..' = O. Since Q{Ko + J..) = 0 
by (41), we get 

AI(J..) = [k+kz{J..);.,,{Ko+J..)] VI,,(J..) , (48a) 

V J.. _ i F{A) [Kz{2 + AoHKo +A,,) +Ay kBo] 
I" ( ) - - ko(J..) , (48b) 

BI(J..) = [kz(J..) + k:iJI)(Ko + J..)] Vlv(J..) , (49a) 

v: J.. _ iF(J..){Kz(2+ Ao>Ay k+Bo[Kok~(J..) -k 2(Ko+A,,)]} 
Iv ( ) - kko(J..) , (49b) 
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which also are represented by an equivalent transmission network shown in Figs. 4( c) and 4( d). 
Next we obtain Ao and Bo to complete our second-order solution. Neglecting Zsh (Ko + A) in (48a) and ZS1J (Ko + A) in 

(49a), we insert (48) and (49) into (26) to get an equation for Ao andBo: 

[ey + Kz f I F(AW{ey kz(A) + k~~)} d A] Ao - [i e" + f {K:kz~A)e" 
= - 2Kz f I F(AW{ey kz(A) + ~} d A. 

kz(A) 

Dividing this equation into its x and y components, we have 

[k + KzZm (Ko)] Ao - kQ(Ko)Bo = - 2KzZ.,,(Ko) , 

KzQ(Ko) Ao - [Kz + kZ.., (Ko)] Bo = - 2Kz Q(Ko) . 

(50) 

(51a) 

(5tb) 

Here Zan (Ko) and Zm (Ko) are equivalent surface impedances given by (35) and (36), where Q(Ko) is the coupling coeffi­
cient given by (37). Since Q(Ko) = 0 for an isotropic random surface by (41), we find from (51) the solutions for Ao and Bo, 

Ao = - 2Kz Z.h (Ko)/[ k + Kz Zsh (Ko)]. Bo = 0, (52) 

where Bo = 0 means no depolarization in the coherent scattering. We note, however, that depolarization in the coherent 
scattering may occur for an anisotropic random surface where Q(Ko) by (37a) may not vanish. Substituting (52) into (21), 
we have the coherent wave field 

(E(z,r,w» = eiKo " [ - eH(K')e- iKzz 
- r h (Ko)eH(K)i

K
•

Z
] , 

where r h (Ko) is the coherent retlection coefficient for the horizontal polarization given by 

rh(Ko) = - (1 +Ao) = [Z.h(Ko) - (kIKz)]/[Z.h(Ko) + (kIKz )] . 

(53) 

(54) 

This equation means that the random surface works as a nontluctuating tlat surface with a surface impedance Z,,, (Ko) for the 
coherent scattering, while (k I K z ) is the wave impedance associated with the horizontal polarization. Therefore. (54) may be 
represented by an equivalent network shown in Fig. 4(a) also. We note that our solution A,,'s and B" 's involve mUltiple 
scattering, because they have double scattering effects, Z." and ZS1J' in their denomonators. 

Equation (52) reduces (48b) and (49b) to 

VI" (A) = - iF(A)Kz (2 + Ao) (Ko + A." )lko(A) , (55) 

V1u (A) = iF(A)Kz (2 + Ao)A.ylko(A) , (56) 

in terms of which we will calculate the scattering cross section later. 

IV. BACKSCATTERING CROSS SECTION 

Let us calculate the backscattering cross section in terms of the second-order solution obtained above. Inserting (42), 
(48), (52), and (55) into (23), we find 

JJ t61rk 4 oos4 (8) I F( - 2k sin 8e,,) 12 
~h(8)= . 4 

11 + cos 8 Z.h (k sm 8) 1 

+ 321Tk 8 cos4 (8) (2" (OO I F( + )F( - W 
j1 + cos 8Z.h (k sin 8)14 Jo Jo q q 

I 
O_p2)1/2cos2(a) sin2(a) \2 

X 1+ (1_pl)1I2Z.,,(kp) + (l_pl)1/2+Zsv(pk) pdpda. 
(57) 

where we have 

q+ =k[(sin8 +pcosa)2 +p2 sin2 aP/2, 
(58) 

q- = k[ (sin 8 - p cos a)2 + p2 sin2 al 1/2 . 

We substitute (43), (46), (52), and (56) into (24) to get the depolarized backscattering cross section 

~ (8) = 321Tk
8 cos4

(8) 
". 11 + cos 8 Zm (k sin 8) 121cos 8 + Zsv (k sin 8) 12 

f21T f'" I 0- 2)1/2 1 12 
XJo Jo IF(q+)F(q-)j2oos

2
(a)sin

2
(a) 1+(l_p2~1/2Z'h(kP) - (l_p2)1/2+Zsv(pk) pdpda, 

(59) 

where relation (58) has been used. Equation (59) involves only a second-order effect from A2 and B2• whereas Eq. (57) 
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includes both a first- and second-order effect. If we neglect Z6h (kp) and ZIW (kp), the scattering cross section by (57) or by 
(59) agrees with the result by the second-order perturbation, which, however, diverges unphysically. Since Z.h (kp) and 
ZIW (kp) are always complex, as is shown in Fig. 2, our solution yields a finite backscattering cross section. Assuming the 
Gaussian roughness spectrum (7), where the two-dimensional integral in (57) or in (59) is easily reduced to the one­
dimensional one, we calculate the backscattering cross section, which is shown in Figs. 5 and 6. 

V. VERTICAL POLARIZED INCIDENCE 

We have considered the horizontally polarized case. In this section we will study a vertical polarized case. We write the 
primary wave over the nonftuctuating surface with q2 = 0 as 

Fl(z,r) = elKo"[ey(K')e-IK.Z + ey(K)elK•Z] , (60) 

where K' and K are wave vectors of the incident wave and of the specularly scattered wave again. The perturbed electric field 
E'(z,r,tl1) is also written by (18), the Wiener-Hermite expansion; the coefficients A" and B" are, of course, different from 
those in the horizontally polarized case and hence should be solved again from the boundary condition (8). From ( 10), (18), 
(60), and (A9) we have the coherent wave field 

(E(z,r,tl1» = eiKo"{ey(K')e - iK.z + [ AoeH(K) + (1 + Bo)ey(K) ]elK'J . (61) 

Since A" and B" describe the amplitude of the horizontally and vertically polarized partial waves, the backscattering cross 
section is given as 

o! (8) = 41rk 2 cos2(8) { IBI( - 2k sin 8 e" W + 2! L.IB2( - 2k sin 8 e" - A',A') 12 d A' + ... } , (62) 

(63) 

where SUbscripts vv and vh indicate the vertical transmission-vertical reception and vertical transmission-horizontal recep­
tion, respectively. 

Substituting (4), (10), (18), and (60) into (25), the boundary condition, and using the orthogonality relation and the 
recurrence formula of h (">, we obtain another set of equations for A" andB" . The equations can be solved by a method similar 
to that described above. Omitting the details of the calculation, we only write the result for the isotropic random surface: 

Ao = 0, Bo = - 2kZIW (Ko)/[ K z + kZIW (Ko>] , (64) 

Al (A) = [k /[ k + kz (A)ZSh (Ko + A)]l Vlh (A) , (65a) 

Vlh (A) = - ik(2 + Bo)A.y F(A)/ko(A) , (65b) 

BI (A) = [k /[ kz (A) + kZIW (Ko + A)]l Vlv (A) , (66a) 

V (A = i(2 + Bo) [Kok ~ (A) - k 2(Ko + A.,,) ] F(A) (66b) 
Iv ) kko(A) , 

Or---------------~ 

~Je) 
k<T :TT/l0 

-40 

(DB) 

-60 

o 20 

FIG. s. Bacbcatterins cross section per unit surface for horizontal trans­
mission-horizontal reception. f} is a scattering angle, and the Gaussian 
roughness spectrum (7) is assumed. The correlation length of the random 
surface is denoted by K. 

FIG. 6. Bacbcattering cross section with depolarization for the Gaussian 
roughness spectrum (7). The correlation length of the random surface is 
denoted by K. By (72) it holds that 0:" (f}) = 0:. (f}). 
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Az(A,A') = [k + k
z 

(A + A');." (Ko + A + A') ] [V2" (A,A') + V 211 (A',A)] , (67a) 

V. (A A') = _ iF(A) [kz (A')ko(A')ko(A + A') AI (A') - kko(A'){A.eH [A']} BI (A'» 
2" , 2ko(A')ko(A + A') , 

(67b) 

B2(A,A') = [k
z 

(A + A') + k:.., (Ko + A + A') ] [V2V (A,A') + V2v (A',A)] , (68a) 

V. (A A') = _ iF(A) [k (A'){Ae [A']) A (A') + [k 2ko(A')ko(A + A') - k ~ (A')~ (A + A')] BI (A') ] . 
2v , 2ko(A + A') z H I kko(A') 

(68b) 

Here Z." and Z.., are effective surface impedances given by (35) and (36), respectively. Therefore, the An's and the B" 's have 
the same resonance factors as the A,,'s and the B" 's in the case of horizontally polarized incidence. Hence, they are also 
represented by equivalent networks shown in Fig. 4, but the output voltage V's take different values from those for the 
horizontal case. We note that (68) and (69) are exactly the same as (42) and (43), respectively; however, (65) and (66) 
should be substituted into (67) and (68) in the vertically polarized case. 

Equation (64) physically means no depolarization in the coherent scattering. Substituting (64) into (61), we obtain the 
coherent wave field 

(E(z,r,al» = eiKox [ev(K')e - iK,z + rv (Ko)ev(K)eiK,Z] , (69) 

where r v (Ko) is the coherent reflection coefficient for the vertically polarized wave 

rv (Ko) = 1 + Bo = [Kz - kZsv (Ko)]/[ Kz + kZ.v (Ko)] , (70) 

which also is represented by an equivalent network shown in Fig. 4(b). If we expand (70) in a power series of kZ.., (Ko)IKz 
and keep the first two terms, we have the same result by the second-order perturbation,S 

rv(Ko)~I- (2kIKz)Z..,(Ko) , 

which, however, diverges incorrectly for the Rayleigh wave number with Kz = k cos Bo = 0, where Bo is the angle of incidence 
of Fig. 1. Our solution (70), however, always remains finite for any real angle of incidence, but may diverge for a complex 
angle of incidence. Such a divergence suggests the existence of the guided complex wave. 

Inserting (64)-(67) into (62) and (63), we find o:v: 
~ (B) = 161rk 4 cos4 B(1 + sin2 B)21 F( - 2k sin B) 12 

vv Icos B + Zsv (k sin B) 14 

+ 321Tk
8

cos
4
(B) 1211"1'" I F( +)F( -w 

lcos B + Zsv (k sin B) 14 0 0 q q 

X + pdpda 
\ 

(1 - p2) 1/2 sin 2(a) cos2(a) _ p2 sin2 B \2 
1 + (1 - p2) 1/2Z." (kp) (1 - p2) 1/2 + Z.v (pk) , 

(71) 

where q+ and q- have been defined by (58). Numerical examples of (71) are illustrated in Fig. 7. We insert (64 )-(68) into 
(63) to get 0:" (B). We then have the same equation as (59), namely, 

0:" (B) = U:v (B) , (72) 

which means that our second-order solution satisfies the reciprocal relation. 

VI. DISCUSSIONS ON GUIDED SURFACE WAVES 

As is well known, a corrugated periodic surface can sup­
port TM and TE guided surface waves. 33 A similar phenom­
enon may exist for a randomly corrugated surface and has 
been studied extensively3-s.19.34; the relation between the 
anomalous scattering and the guided wave was studied in 
Ref. 18. We first point out that a guided surface wave exists 
over a perfectly conductive surface without any roughness 
(see Fig. 8). In fact, one easily finds that a vertically polar­
ized wave 

Eg(z,r) = Gez exp[i(Ko + A)r] , 

IKo+AI =k, (73) 
satisfies Maxwell's equations, the divergence-free condition 
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I 
(div Eg = 0), and the boundary condition 
n X Eg = ez X Eg = 0 on the perfectly conductive fiat sur­
face for any constant G. Therefore, Eq. (73) may be a guided 
wave, which we call the unperturbed guided wave. In Rice's 
perturbation approach, the unperturbed guided wave is cou­
pled and is excited by the surface roughness with the incident 
plane wave. Because the unperturbed guided wave has a real 
propagation constant equal to the so-called Rayleigh wave 
number (73), it has an infinite amplitude when it is so excit­
ed. As a result, many statistical properties of the scattering 
diverge unphysically; however, the scattering cross section 
by the first-order perturbation remains finite. 

On the other hand, such a guided wave is treated more 
precisely in our theory, which takes into account multiple 
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FIG. 7. Backscattering cross section for vertical transmission-vertical re­
ception. The correlation length of the random surface is denoted by K. 

scattering. When the surface gets rough, such a guided wave 
is also scattered by the roughness, yielding outgoing waves 
scattered in any directions. Because of energy dissipation 
due to the scattering process, such a guided wave is physical­
ly expected to become a perturbed guided wave with a com­
plex propagation constant. Our solution does include the 
perturbed guided waves; the complex propagation constant 
~ + A of the perturbed guided wave is determined by a con­
dition under which, for example, B I (A) diverges. From ( 49) 
or (66), we have the condition35 

kz (A) + kZsv (Ko + A) 

= [k 2 - (Ko + A)2p/2 + kZsv (Ko + A) = 0, (74) 

which is actually the transverse resonance condition (reso­
nance condition in the z direction, see Fig. 4); a similar con­
ditionfor B2 (A,A') or Bo is obtained from (74) by replacing 
A with A + A' or by putting A = O. Since Zsv is a quantity of 
the order of dl, one may find a complex propagation con­
stant Ko + A by solving (73) by the small perturbation 

(75) 

where fJ is an arbitrary angle representing a direction of 

z 
Eg = .z·exp(ikx) 

I+till--
FIG. 8. Unperturbed guided wave propagating into the x direction along 
the perfectly conductive flat surface without any roughness. In this figure 
the guided wave has the wave vector equal to the so-called Rayleigh wave 
numberk= (kx ' ky, k.) = (k,O,O). 
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propagation, because of the isotropic surface assumed. 
Equation (75) corresponds to the first peak near p = 1 in 
Fig. 3(b). We note that Eq. (75) is essentially the same as 
Rice's solution for the guided wave [cf. (6.1S) in Ref. 5]. 
Thus, in our theory the incident plane wave couples with 
such a perturbed guided wave, i.e., where the amplitude be­
comes large but remains finite when it is excited by the inci­
dent plane wave, as is suggested by Fig. 3(b), whereas in 
Rice's theory the incident wave excites the unperturbed 
guided wave. 

The number of guided waves propagating along a per­
fectly conductive slightly random surface has been consid­
ered to be I in the literature. 3

•
5 But we point out here that the 

other guided waves can exist. 
As is seen from (36b) or in Fig. 2(b), however, 

Zsv (Ko + A) behaves asymptotically for IKo + AI>k as 

Zsv (Ko + A) - - iCvdl(Ko + A)2 , (76) 

where a small real part of Zsv (Ko + A) has been neglected 
and Cv is a constant depending on the correlation length of 
the surface. The transverse resonance condition (75) may 
have another complex zero when 

Ko + A~( Cvdl) -1(cosfJex + sinfJey) , (77) 

which approximately gives the real part of the propagation 
constant of another guided wave with vertical polarization, 
but the imaginary part is neglected in (77), where fJ is an 
arbitrary angle again. Equation (77) corresponds to the sec­
ond peak about p = 3.3 in Fig. 3 (b). 

There is another guided complex wave with horizontal 
polarization. In the horizontally polarized case the trans­
verse resonance condition is obtained from An' for example, 

(78) 

under which A I (A) diverges. The transverse resonance con­
dition for Ao or A2 (A,A') may be obtained from (7S) by 
putting A = 0 or by replacing A with A + A'. Since 
Z.h (Ko + A) by (35b) behaves asymptotically for 
IKo + AI>k as [see Fig. 2(a)] 

(79) 

Eq. (78) may have a complex zero when 

Ko + A~(Chdl)1/2(cosfJex + sinfJey) , (80) 

which gives the real part of the propagation constant and 
corresponds to the peak in Fig. 3(a). However, the imagi­
nary part of the propagation constant is neglected again in 
(SO). We note that (SO) is proportional to (0')-1, whereas 
Eq. (77) is proportional to (0') -2. Because these guided sur­
face waves have propagation constant Ko + A much greater 
than k, they may not be excited by an incident plane wave for 
a slightly rough (small dl) and gently sloping surface. When 
the correlation length of the surface is relatively small 
(kK~I), however, the perturbed guided wave with (75) is 
strongly excited and is scattered again by the surface rough­
ness to yield a relatively large depolarization in backscatter. 
For example, we see in Figs. 5-7 that, when 0 = 80 (deg), 
kO' = 17'/10, and kK = 1, U:v (0) becomes - 36.1 dB, which 
is slightly larger than U:h (0) = - 41.5 dB but is much 
smaller than o! (0) = - 10.5 dB. 
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VII. CONCLUSIONS 

We have discussed the scattering of electromagnetic 
plane waves from a perfectly conductive slightly random 
surface by a probabilistic method. Assuming an isotropic 
random surface, we have given a definite solution for the 
backscattering cross section including the depolarization ef­
fect. Since the solution is written in a closed form, it may be 
readily used by the engineer. Introducing an equivalent 
network representation for coefficients of the Wiener-Her­
mite expansion of the scattered wave, we have found out that 
there exist two modes of the guided surface wave with verti­
cal polarization and one mode with horizontal polarization. 
The theory presented in this paper is easily extended to a case 
of an anisotropic random surface. Such a case will be studied 
elsewhere. 
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APPENDIX: WIENER-HERMITE EXPANSION 

Following Ogura's25.28 notations and definitions, we 
summarize formulas concerning the Wiener-Hermite ex­
pansion, which is a slightly generalized version of Wiener's 
nonlinear theory of the Brownian motion process.29 How­
ever, for the ergodic theory and detailed mathematical de­
scription of the expansion, see Ito30 and Wiener. 29 

1. Gau88lan random measure 

Let us start with the basic hypothesis: there is a prob­
ability measure P( w) on a Borel field of w sets of the sample 
space n,w being a probability parameter describing a sample 
point in n. We denote by dr = dx dy an infinitestimal 
area at r = (x, y) in the two-dimensional plane 
R 2 = ( - 00 <x, y< 00). We introduce the Gaussian random 
measure dB (r,w ) = B(dr,w) on R 2, which is a Gaussian 
random variable with parameter r satisfying 

(dB(r,w» =0, (dB(r,w)dB(r',w» =~(r-r')drdr', 

(Al) 

Here ( ) denotes the ensemble average, i.e., the average 
over the sample space, and the symbol ~ (r - r' )dr dr' stands 
for zero when r¥=r' or dr when r = r'. We assume that 
dB(r,w) is of a function space type (Doob31

), where the 
sample space is assumed to be an infinite-dimensional Eucli­
dian space R R > and a sample function dB (r,w) is projected 
to an infinite-dimensional vector w in n = R R> in such a 
manner that wr , the r component of w, is given by 

Wr = dB(r,w) . (A2) 

Thus a functiong(w) of w is always regarded as a functional 
of dB (r,w ), i.e., g(w) = g[dB( • ,w)]. Because of (A2), a 
shift of the sample function dB (r,w) by a generates a shift of 
w vector in the sample space. If we define the shift in the 
sample space by the relation 

dB(r + a,w) = dB(r,Taw), aeR 2, (A3) 

the shift T a in the sample space becomes a group: TO = 1 
(identity); TaTb = TUb. Furthermore the shift T a be-
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comes a measure-preserving transformation, because 
dB(r,w) is a strictly homogeneous random function of 
which probability measure has the shift invariance 
P(w) = P( Taw). This means that, if a sample function 
dB(r,w) exists with some probability P(w), the shifted sam­
ple function dB(r + a,w) always exists with the same prob­
ability P( w). Once the measure-preserving transformation 
Ta is defined by (A3), g(Taw) becomes a homogeneous 
random function for any random variable g(w). Such a ran­
dom function is often called a homogeneous random func­
tion generated by the shift. Note that a homogeneous ran­
dom function generated by the shift is invariant under a 
translation in the product space R 2Xn that carries (r,w) 
into (r + a, T - aw ). This translation invariance is taken in 
order to determine a possible form of the scattered wave 
field. 

2. Complex Gau88lan random measure 

We define the complex Gaussian random measure 
dB(A,W) by the Fourier transform of the Gaussian random 
measure dB (r,w) [the same notation B is used for two differ­
ent quantities, B(r,w) and B(A,w), which are easily identi­
fied by their arguments without confusion] : 

dB(A,W) = dAr e- iAr dB(r,w) , (A4) 
21T JR> 

which is a complex-valued random variable, such that its 
real and imaginary parts have an independent identical 
Gaussian distribution with 

(dB(A,W» = 0, 

(dB(A,W )dB(A',W» = ~(A + A') dAd A' , 

dB(A,W) = dB· ( - A',W) , (AS) 

where the asterisk denotes the complex conjugate. Using 
(A3) and (A4), we find the translation property of dB(A,W) 
under Ta, 

dB(A,Taw) = exp(iaJ..)dB(A,W) , 

which holds in means square sense (Ito30
). 

3. Wiener-Hermite differentials 

(A6) 

Using the complex Gaussian random measure, we 
define the Wiener-Hermite differentials h (n) [dB(AI ), 
... , dB(A,,)] (n = 0,1,2, ... ) by the relations (in what fol­
lows, however, we often drop the probability parameter w) 

h (0) = 1, h (l)[dB(A)] = dB(A) , 

h (2)[dB(A I ), dB(A2)] 

= dB(AI )dB(A2) - ~(AI + A2 ) d Al d ~, (A7) 

etc. Higher-order differentials may be obtained by the recur­
rence formula 

dB(J,'I)h (,,- I) [dB(A2), ... ,dB(A,,)] 

= h (n) [dB (J,. I ), •.. ,dB(A,,) ] 

" + L h(,,-2)[dB(A2),··.,dB(At_I),dB(Ai+I)' 
i=2 

... ,dB(An )] ~(AI + Ai) d Al d Ai . (AS) 

These differentials satisfy the orthogonality relation 
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(h (,.) [dB(AII ), ... ,dB(A/,.) ] h .<m) [dB(Ajl ), ... ,dB(Aj",)]) 

= 8,.",8ljd All .. , d A/,. d Ajl ... d Ajm , (A9) 

where 8lj equals to the sum of all distinct products of n delta 
functions of the form 8(Aja - Ajp.), i = (i1,i2, ... ,in), 
j = (j1,j2, ... ,jm), all ia and jp. appearing just once in each 
product, for example, 

8~ = 8(Aj\ - Ajl )8(A,'2 - Afl) 

+ 8(AI1 - Afl )8(AI'2 - Ajl ) . (AW) 

By (A5)-(A7) the Wiener-Hermite differential is translat­
ed under T a as 

h (,.) [dB(AI,Taw), ... ,dB(A,.,Taw)] 

= exp[ia(AI + ... + A,.)] 

Xh (")[dB(AI,W), ... ,dB(A,.,W)] . (All) 

4. Orthogonal development of a stochastic functional 

We denote by g(w) a stochastic functional ofthe com­
plex Gaussian random measure. If the functionalg(w) has a 
finite variance, it has the orthogonal development called the 
Wiener-Hermite expansion, 

g(w) = f r ... r A,. (A\>, .. ,A,. ) 
,.=0 JR' JR' 
Xh (,.) [dB(AI), ... ,dB(A,.)] , (AI2) 

where A,. is a symmetric function with respect to its argu­
ment. By (A9) these coefficients are given by the correlation 

(g(w)h .<,.) [dB(AI ), ... ,dB(A,.)]) 

= nl A,. (AI, ... ,A,.)d AI'" d A,. . (A13) 

By (All) a homogeneous random functiong(Trw) derived 
by the shift is represented as 

g(Trw) = f r ... r A,. (A!> ... ,A,.) 
,.=OJR' JR' 
xexp[ir(AI + ... + A,.)] 

xh (")[dB(AI), ... ,dB(A,.)] , (A14) 

which holds as a function of w in the mean square sense, 
namely, 

lim (lg(T"W) - i r ... r A,.(AI, ... ,A,.) 
N-OIJ n=O JR2 JR2 

x exp[ir(AI + ... + A,.)] 

xh <,.) [dB(AI), ... ,dB(A,.)] 12) = 0 . (A15) 

the average and the correlation of g( Trw) are easily caicu­
lated by the orthogonality relation (A9) as 

(g(Trw» =Ao, (A16) 

(g(Trw)g·(w» 

= f nl r ... riA,. (AI, ... ,An ) 12 
,.=0 JR' JR' 
X exp[ir(AI + ... +A,.)]dAI· .. dA,.. (A17) 

Thus the first term of the development in (A14) is equal to 
the average. We note that these statistical moments can be 
obtained by the space average over the two-dimensional 
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The constituents of a lens system, i.e., slabs of homogeneous transparent material and the 
refracting surfaces between them, considered to third aberration order, are associated to elements 
of a nine-parameter abe"ation group. Three parameters correspond to Gaussian systems and six 
to group-classified aberrations. The group multiplication operation (through matrix-cum-vector 
algebra) corresponds to their concatenation, and the linear group action on an eight-dimensional 
homogeneous space corresponds to the nonlinear action of the system on the optical phase space. 
This leads to economical computation algorithms that may be extended to aberrating systems of 
higher order. 

I. INTRODUCTION 

A Lie-theoretical treatment of geometrical optics and 
optical aberrations has been given by Dragt l as an applica­
tion of his work on magnetic optics.2 Here we want to pres­
ent a group-theoretical treatment that emphasizes the finite 
transformations that each optical element produces on the 
phase space of rays. These transformations are, in general, 
nonlinear and symplectic; they can be approximated to any 
desired degree by a product of exponentials of polynomials 
homogeneous in the phase space coordinates.3 In this article 
we retain terms to third aberration order and work with the 
adjoint representation of the resulting quotient group. To 
first approximation, our modus operandi relates to that of 
Dragt and co-workers, as the 2 X 2 matrix representation of 
Sp(2,R) elements relates to their parameters Xi in 
exp(l:xiJi ), where {J;l are the generators of the corre­
sponding sp(2,R) algebra. Conceptual and computational 
advantages may be found in considering both approaches. 

Refracting surface transformations belong to a special 
factorizable type of canonical transformations, as we 
showed in Ref. 4, to which we may readily associate finite 
group elements. We would like to point out, moreover, the 
conceptual and calculational aspects that can be gained from 
a group-theoretical description of the system. This has been 
proven an invaluable aid in molecular, nuclear, and elemen­
tary-particle physics. Indeed, our group-theoretical "mod­
el" of third-order aberration aligned optics is the group 
(Ts ® Tl )Q<Sp(2,R). Here, Sp(2,R) is the two-dimensional 
real symplectic group (i.e., the group of 2 X 2 unimodular 
matrices) of linear phase-space transformations accounting 
for Gaussian optics; Ts ® Tl = T6 is a (5 + 1 = 6)-dimen­
sionalAbelian "translation" group, which transforms (here, 
in semidirect product Q<) as a symplectic quintuplet and a 
singlet under Gaussian transformations that produce cubic 
transformations of phase space, representing the six third­
order aberrations. Having this nine-parameter group en­
ables us to reduce calculations to matrix-cum-vector algebra 
through a minimal representation. This finite-parameter 
group is the quotient of the pseudogroup of all canonical 
transformations modulo higher-than-third-order transfor-

mations. No more than nine parameters can arise, and we 
are within third-order aberration optics in an essential way. 

We are aware that group-theoretical methods are not 
yet standard in the study of optics, and we shall not assume 
the reader has detailed familiarity with them. The emphasis 
here is on the group at hand in matrix-cum-vector language. 
The general system including up-to-N th-order compound 
aberrations will be published elsewhere.s It is the general 
case, however, which leads us to define the problem in the 
way we do, with the notation adapted to its future use. The 
particular case of third-order two-dimensional, aligned opti­
callens systems will be treated here, i.e., systems composed 
of free propagation through homogeneous media separated 
by axially symmetric refracting interfaces of up to fourth 
order. 

The basic tools are presented in Sec. II: the optical Ha­
miltonian, Poisson brackets, evolution operators, and re­
fracting-surface transformations of phase space. Section III 
organizes this information to bring out the Lie-algebraic 
structure of the system to third order, while in Secs. IV and 
V, we present our group-theoretic scheme and representa­
tion as cubic transformations of a phase space. The elements 
of a lens system are thereby described in Sec. VI and their 
aberrations in Sec. VII. In Sec. VIII we show how to concat­
enate these elements to a system through the group multipli­
cation of their corresponding elements. The outlook offered 
in Sec. IX points to results on inhomogeneous optical media, 
whose treatment through traditional ray-tracing methods is 
sometimes problematic. They are easily incorporated in this 
group-theoretical treatment. Symplectic geometrization of 
classical mechanics is one of the gateways to quantum me­
chanics; the same path may be used to explore wave optics in 
aberrating systems. 

II. THE HAMILTONIAN FORMULATION OF LENS 
OPTICS 

Hamiltonian optics describes a light ray as a line in 
phase space p(z), q(z) along the optical axisz. In the phys­
ical case q is a two-vector with the position coordinates, q l,Q2' 

of the ray at the z = 0 reference plane. The canonically con-
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jugate momentum p is also a two-vector, it is in the projec­
tion on the z = 0 plane of the direction of the ray, and has 
magnitude p = n sin 0, where n is the refraction index of the 
medium at q and 0 is the angle between the ray direction and 
thez axis. 

The Hamiltonian of an optical system is given byl.6 

H(p,q;z)= -ncosO= _~n2_p2 

1 2 1 4 ~ 6 = -n+-p +-p +u(p), 
2n Sn3 

(2.1 ) 

where in general n = n(p,q, z); this determines thez evolu­
tion of any observable function / (p,q;Z) of phase space 
through the differential equation 

df(p,q;z) A 

-:.:...:....:~= - {H,/}(p,q;z) = -H/(p,q;z). 
dz 

(2.2) 

Here {.,.} is the usual Poisson bracket (Ref. 7, p. 252) 
with {qi' Pi} = ~IJ' For any continuously differentiable func­
tion g(p,q) we define the first"order continuous operator g, 
whose action on observables is 

(2.3) 

A fundamental and well-known propertyl of the phase­
space functions and their associated operators is that the 
latter's commutator is the operator associated to the Poisson 

A A 

bracket of the former, i.e., [f,g] = ({f,g}) . [When 
g(p,q) is displayed it is more convenient to denote g by deli­
mite,{S such as: g:l or {g, . P; when need be, we may write 
(g) .] 

Thez evolution of phase space produced by H is written, 
in general, as 

z 

/ (p,q; zo) 1-+ (G(z) /)(p,q; zo) = / (p,q; Zo + z), (2.4) 

with the Green operator G(z) obtained through2 

A 

G = - GH, G(O) = 1 (identity operator). (2.5) 

When the Hamiltonian H is independent of z, as in free prop­
agation in a medium where n = n(q) only, then one may 
integrate this to 

G(z) = exp( - zH) 

00 (_z)m 
= L {H,{H,{ ... {H,.} ... }}}, (2.6) 

m=O m! ~ 
m 

expressed in a series of m-fold Poisson brackets with H. For 
twice-differentiable H, the mapping (2.4) is canonical, i.e., 
{f, g} = {G(z)f,G(z) g} in a finite neighborhood ofz = O. 
In particular, for the coordinates /k (p,q) = qk' gk (p,q) 
= Pk, we denote (G(z) /k)(P,q) = q,,, (G(z) gd(p,q) = pic, 
k= 1,2. 

Free propagation in a homogeneous medium (n con­
stant) generated by (2.1) produces the following transfor­
mation of phase space: 
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(p) ~ (pI) = G(z) (P) = ( P ) 
q q' q q+zp/~n2_p2 

= (q + (z/n)p + (z};n3)p2p + &(psJ. 

(2.7) 

The coefficient Z/2n3 of p2p represents the third-order 
spherical aberration of simple propagation. 

To tr~t refracting surfaces, a transformation operator 
G L = exp L exJ.sts along a on~-parameter subgroup line 
GL (z) = exp(zL) of direction L, so that GL (0) = identity 
and G L ( 1) = GL , generating the surface canonical transfor­
mation. Although Lie canonical transformations of the type 
(2.7) and finite canonical transformations through "cross­
variable" generating functions (Ref. 7, p. 240) are equiva­
lent,9.lo the connection is not direct. Reference 11 relates 
both to the eikonal equation and Feynman path integrals. To 
treat refracting surfaces here, we showed in Ref. 4 that one 
may characterize the effect of a refracting surface z = ~(q) 
between two media nand n' on phase space 
S, :(p,q)l-+(p',q'), using simple geometry and Snell's law to 
write the pair of implicit equations 

q: = q + ~(q)p/~n2 _ p2 = q' + ~(q)p'/~n'2 _ p,2, 
(2.Sa) 

p: = p + ~n2 _ p2(V~) (q) = p' + ~n'2 _ p'2 (V~)(q). 
(2.Sb) 

This factorizes the surface transformation S, into two 
"root" transformations it,... given through the defining 
equality in (2.S) as S, = R,.IIR~II~' It is proven there4 that 
R, ... is canonical at all its nonsingular points when the two 
media are homogeneous; singularity lines of the mapping 
must exist but may be kept far from the phase-space origin 
through judicious placing of the optical center of the surface 
and pupil collimation. Moreover, although the transforma­
tion it,." is implicitly defined, self-replacement of q into the 
right-hand-side members renders the transformation to any 
aberration order in homogeneous polynomial expansion. In 
Ref. 4 we reproduced Dragt's results) on the third-order 
aberration treatment of quartic axially symmetric aligned 
surfaces: 

(2.9) 

Iterating (2.Sa) twice, replacing into (2.Sb) and iterating 
three times, we find4 

R,."p = P = p + 2naq - (a/n)p2q + 2a2q2p 

+ 4npq2q + &( p,q)5). (2. lOb) 

We also find RZ"I in the same way and concatenate with 
(2.10) to form the surface trans/ormation given by 
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S,q = q' = q + a (~ - ~,) q2p + 2a2 (1 - ;,) iq 

+ t1(p,q)5), (2.11a) 

S,p = p' = p + 2a(n - n')q 

-a(! - ~,)P2q+2a(I_~)q2P 

- 4a2 
(1 - ;, )P' qq 

( n n') +4(n-n') f3+ a37- q2q+ t1(p,q)5). 

(2.11b) 

In (2.7) and (2.11) there is a linear part and we have 
kept terms to third order, which are nonlinear (cubic) trans­
formations of phase space, i.e., abe"ations. If we test for 
canonicity in the truncated third-order expressions, we find 
that, in general, they are canonical through third order only. 
(However, keeping only linear terms, they are exactly ca­
nonical.) 

It is important that the surface be aligned, i.e., that it be 
perpendicular to the optical axis of the system at its optical 
center, V,"(O) = 0, otherwise, inhomogeneous terms will ap­
pear as p' = Po + p + "', with constant Po. These will in tum 
compose with free propagation to shift the origin of phase 
space. In Ref. 12 we considered the quantum-mechanical 
counterpart of system with prism and anisotropy compo­
nents, applicable only to Gaussian systems. If aberrations 
are to be present, however, misalignment leads these to com­
pose to Gaussian correction terms, which at present we can­
not treat coherently. We explicitly reduce ourselves here to 
free propagation and surfaces whose general form is (2.9). 

III. THE THIRD-ORDER ABERRATION ALGEBRA IJ3 

Given the set of all monomials .:r N = p~'P;2q':'lq~2 of de­
gree N = n l + n2 + m l + m2 and their associated opera­
tors, we have a Lie algebra under the Poisson and commuta­
tor bracket. This Lie algebra a CO is infinite dimensional since 
N is not bounded. Two monomials .:r NI and .:r N2 in a Pois­
son bracket yield monomials .:r N of degree 
N = NI + N2 - 2. Second-degree monomials.:r2 thus close 
into a six-dimensional algebra, which is sp(4,R), while 
NI,N2>4~N>6. If we intend to keep computations up to a 
given order Na , the aberration order, we may build the quo­
tient algebra of a co modulo the (nilpotent) subalgebra gener­
ated by the .:r N, with N> Na + 2. The Na th-order aberra­
tion algebra aN. thus defined will be the algebra generated by 

all monomials .:r2,.:r3
, ... ,.:rN.+" with a Lie bracket that is 

zero if its order would exceed Na + 1. We use the same Lie 
bracket symbol for the quotient algebra. (A contraction from 
a co leads to the same object and is equivalent.) 

If the system is axially symmetric around the optical 
axis, and also symmetric under reftec~ons p across a plane 
containing the optical axis, then M: = (q1P2 - q2PI( 
(which generates parallel rotations in the q and p planes) 
and p are symmetry generators for the system, and all the 
latter's (dynamical) algebra generators must commute with 
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them. The generators of aN. may thus only contain functions 
of p2, p • q, and i. To third order, we choose and label the 
following basis for a3

: 

2X::=p2, 2X~:=p.q, 2XI_I:=q2; 

4,rl: = (p2)2, 4,rl: = p2p . q, 

4X~: = Hp2q2 + 2(p .q)2], 

4y_ I : = P . qq2, 4X2_ 2: = (q2)2; 

4Xg: = H p2q2 _ (p. q)2]. 

(3.1a) 

(3.1b) 

(3.1c) 

(The degree n in "X~ need not be written in this article, since 
there will be no degeneracy in the group algebra, as there 
would be between 4Xg and °xg = 1.) 

We first note that the three X"s form an algebra by 
themselves: 

{x~'XI± I} = ± 2XI± I' {XI+ I ,Xl_I} = - 4X~. (3.2) 

This algebra is denoted by sp (2,R ), and we shall call it the 
Gaussian algebra r. The operators "X~ correspond to func­
tions "X~ (p,q) of degree n, of "spin" j, and weight m under 
the Gaussian algebra. The weight m of X~ is defined through 
the Lie bracket with the weight operator X~ as its eigenvalue: 

X~ X~ = {x~,X~} = 2mx~ (m = j,j - 1, ... , - j). 
(3.3a) 

The raising and lowering operators in rare Xl± I , with coeffi­
cients 

~ I i {I i } 2 ( "T") i X ± I X m = X ± I>X m = m "T' ] X m ± I . (3.3b) 

The "spin" j is the maximum eigenvalue of X~ for the multi­
plet obtained by applying the raising operator repeatedly. 
Finally, the classical Casimir operator of the algebra r is 
(M)2, 

2Xg = X: Xl_I - (X~)2 = (q1P2 - q2PI)2 =M2, 
(3.4 ) 

and corresponds to the Petzval invariant. 
In our case (3.3) contains (3.2) forj= l,andiseasily 

verified using (3.1) for j = 2, corresponding to aberration 
order 3. For Na th aberration order in axially symmetric 
aligned systems (thus Na odd), (3.3) extends to 
j = (Na + 1)/2. 

The third-order (axis-symmetric) abe"ation algebra 
(in two-dimensional systems), a3

, is generated by the nine 
functions (3.1) under a Poisson bracket [(3.2) and (3.3)]. 
The Lie bracket between two 4X'S is zero: 

eX~,4X;!;'} = 0, j,j' = 0,2, (3.5) 

since a3 is a quotient algebra and any higher "X, n > 4, is 
congruent with nought. The six generators 4X~ thus consti­
tute an Abelian "pure-aberration" subalgebra v. The Lie 
brackets (3.3) characterize a3 as asemidirect sum of r and v, 
a3 = vErr (so that v is an Abelian normal ideal in a3 ). Fur­
thermore, of the six possible fourth-order homogeneous 
functions,4xg is an invariant (i.e., a singlet) under y. The 
other five 4y 'S form a quintuplet under r. 

For higher aberration and homogeneity orders 
n = 4,6, ... , Na + 1 the corresponding decomposition of the 
aberration ideal will be into multiplets "Xi withj = n/2,n/ 
2 - 2, ... ,1 or 0. Then, the zero in (3.5) for eX,4X} will be 
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replaced by 6X'S representing the compounding of aberra­
tions to fifth order. The pure-aberration subalgebra will be, 
in general, nilpotent. 

We are using the language of quantum-mechanical an­
gular momentum theory, even though the sp(2,R) Lie 
bracket (3.2) differs from the true angular momentum alge­
brasu(2) through the minus sign of{xl+ I'X~ I} [propagat­
ing through the signs of (3.3b) and (3.4)]: our xj's trans­
form as finite-dimensional non-Hermitian irreducible 
representations of the symplectic (and not rotation) alge­
bras. In this article we need not be overly concerned with this 
fact, but we cannot, for example, introduce a conserved in­
ner product leading to a standard normalization. The coeffi­
cients used in (3.1) are compatible with (3.3) and are cho­
sen so as to make the best use of integers for easy 
manipulation. 

IV. THE THIRD-ORDER ABERRATION GROUP A3 

We now exponentiate the nine-parameter algebra a3 to 
its connected Lie group A 3. This will inherit the structure 
vErr as a semidirect product 'Y'<2<r, r being the Gaussian 
linear canonical transformation group of phase space, 
Sp(2,R), generated by rand 'Y'the (5 + 1)-dimensional 
Abelian group generated by v, leading to nonlinear aberra­
tions. 

We shall parametrize the A 3 group elements as 
G{v,w;M}, v being a row vector with five components 
{Vm }!.= -2' W a scalar, and M a 2X2 unimodular (sym­
plectic) matrix with three independent parameters 
{um}~= -I' We do this by defining 

G{O,O;M(u)} 

: = exp(u' Xl) = exp( uIP2 + UoP' q + u_ IQ2(l, 
( 4.Ia) 

M(u) 
= (COSh Ci) - UoCiJ - I sinh Ci) 

2u lCi) -I sinh Ci) 

- 2u _1Ci)-1 sinh Ci) ) 

cosh Ci) + UoCiJ - I sinh Ci) , 

( 4.Ib) 
I 

Ci): = ± ~u~ - 4u lu_ l, 

for the Gaussian part, and 

G{ v,w;I}: = expC t_ 2 VmX!. + wxg ) , 

for the aberration part. Finally, we define 

G{v,w;M}: = G{v,w;I}G{O,O;M}. 

(4.1c) 

(4.2) 

(4.3) 

The subset of elements (4.1) forms the Sp (2,R) sub­
group within A 3. [The way to find M(u) is through trans­
forming the generic orbit in the algebra to Ci)X~ in the coher­
ent-state basis by Bargmann's transform and using one of the 
standard Pauli matrix representations of Sp(2,R).] The 
composition law is simply matrix multiplication. The set of 
elements (4.2) is the six-dimensional translation group 
'Y' = Ts ® TI = T6• 

In order to give the general product of two A 3 elements 
we need the adjoint action of r on its (5 + 1) -dimensional 
ideal in the exponent of (4.2). This is, we noted, an sp(2,R) 
quintuplet and a singlet. Therefore (and independently of 
the degree n), 

j 

G{O,O;M}X~ = L Djmm' (M-I)X~" (4.4) 
m'= -j 

where D3 (M) is a (2j + I)-dimensional representation of 
Sp( 2,R) [i.e., a set of matrices following group composition: 
Dj(M)Dj(N) = Di(MN) J. The composition law inA 3 can 
thus be ascertained to be 

(4.5a) 

The unit element is G{O,O;I} and the inverse is given by 

(4.5b) 

For our j = 2 case, we give the 5 X 5 matrix explicitly: 

40.3/3 
a 2(a{j + 3/3r) 

2ar(a{j + /3r) 
f(3a{j + /3r) 

4r{j 

6a2/3 2 

3a/3(a{j + /3r) 
a2{j2 + 4a/3r{j + /3 2f 

3r{j(a{j + /3r) 
6f{j2 

40./33 
/3 2(3a{j + /3r) 

2{3{j(a{j + /3r) 
{j2(a{j + 3/3r) 

4r{j3 

(4.6) 

For general integer (or half-integer )j, this is 

D i ,(a p\ = L r. j - m ) (j + m)an/3 j + m - nr
j + m' - n{jn - m - m'. 

mm r {j} n \i + m' - n \ n 
(4.7) 

In particular, Di(l) = 1, DO(M) = 1, and DI/2(M) = M. 
This matrix representation is, of course, not unitary. [The 
unitary representations of Sp (2,R) are infinite dimensional. 
In "continuous" bases, the group Sp (2,R) may be represent­
ed as a group of integral-canonical transforms describing 
Gaussian wave optics.] 
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I 
V. NONLINEAR ACTION ON PHASE SPACE 

Our aberration group A 3 acts as linear and cubic trans­
formations of phase space, as we shall presently see. 

When acting with the Gaussian subgroup r through 
(4.1a) on the coordinates of phase space p,q, all terms in the 
exponential series of multiple Poisson brackets between the 
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x~ return linear functions of p,q, so the series must (and 
may) be summed. When acting with the "pure aberration" 
subgroup Y, the first Poisson bracket term yields homogen­
eous functions of (p,q) of degree 3, the second of order 5, etc. 
Moreover, since all transformation generators are invariant 
around the optical axis rotations (in the q plane and, corre­
spondingly, in the p plane), there is no difference in the way 
the two components transform. Hence, the vector q will be 
transformed into a linear combination of f (p,q)q and 
g(p,q)p,jandg being functions ofthe X~, which are invar­
iant under rotations. Similarly for p. We are thus led to de­
fine the vector functions 

IX:;:~: = p, IX:;:~: = q; 

3Xj;:~: = p2p, 3X~;:~: = j(2p • qp + p2q), 

3X3~21/2: = j(q2p + 2p. qq), 3X3~23/2 = q2q; 

3X:;:~: =!( _ p. qp + p2q), 

3XI~2112: =!( _ q2p + p. qq). 

( 5.1a) 

(5.1b) 

(5.1c) 

These we may obtain for general half-integer j by setting 
2jX ~: = (p2) j - l/~ and using ,f- 1 to lower m down to - j. 
Now, already 2jX~ _ 1 will contain two monomials in a fixed 
linear combination. We then take an arbitrary linear combi­
nation of these monomials and ask that the raising operator 
annihilate this combination; this leads to a relation between 
the two monomial coefficients, which yields 2jX ~ = : . Norma­
lization in (5.1) was chosen for convenience in the expres­
sions. This process leads down to 2jX:;:~' For (5.1b) which 
hasj = ~, we do this once to obtainj = !. Of course, there are 
other monomials of third order in !!l3, but only our six­
four plus two in our decomposition-are obtained by acting 
with an axis-symmetric optical system on the general ray p,q. 
The "initial conditions" (i.e., points in four-dimensional 
phase space) need not, of course, have the symmetry of the 
lens system. 

We note that we never need the Poisson bracket of two 
half-integer Xj's: they are elements of the homogeneous space 
for the algebra and group action, not elements of any group 
we wish to consider. The difference must be borne in mind 
when building aberration algebras and groups for non-axial­
ly-symmetric optical elements and for higher-order aberra­
tions. 

The validity of (3.3) for the half-integerj two-vectors 
given in (5.1) assures us that under r (and independently of 
n), 

j 

G{O,O;M}x~ = L D~m,(M-I)X~" (5.2) 
m'= -j 

To third aberration order, it fits our needs to write this as 

1453 

(:

-1 

= 0 
o 
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(5.3) 

This 2 + 4 + 2 = eight-dimensional space oflinear plus cu­
bic (vector) functions of phase space thus transforms in 
block-diagonal form as a direct sum of two symplectic doub­
lets eXI/2 and 3Xl/2) and a quadruplet eX3/2 ). 

One last construction is essential if we are to have a 
consistent representation for the full third-order aberration 
group on phase space. We extend the quotient construction 
to the latter modulo all nX, n = 5,7, .... In other words, all 
half-integer monomials but those in (5.1) are put congruent 
to nought. This leaves the eight-dimensional (vector) com­
ponents (5.3) as ourfull representation space. The action of 
the pure aberration part of on this is the block-triangular 
matrix 

2vo 3v_ 1 

- 3v1 - 2vo 
1 

o 

(5.4) 

with the blocks arranged as before. 
The action of the general aberration group element 

(4.3) is thus obtained actingfirst with G{O,O;M} to produce 
( 5.3 ), and second with G{ v, w; I}, which, being a differential 
operator in p,q, acts on the X's jumping over the scalar coeffi­
cients of the M-block matrix (5.3), puttng the 8 X 8 matrix 
in (5.4) to its right. The write-out of the first two rows has 
the form 

G{ v,w;MPX I/2 

= M- 1 IXI/2 + M-1V 3X3/2 + 2wM- 1 3X1/2, (5.5a) 

G{ v,w;M} (:) 

(5.5b) 

This is the general A 3 action on phase-space, modulo terms 
of order 5. [In (5. 5a), V stands for the 2 X 4 matrix in 
(5.5b), which will not be needed further here; higher aberra­
tion orders will require variously dimensioned matrices of 
this type.] The last six rows of (5.3) and (5.4) are not inde­
pendently needed, so we shall only use D2(M) denoting it by 
D(M). '" 

Of the six independent simple monomials in 3X, three 
are directed along p and three along q. The distinguishing 
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feature of our symplectic-adapted basis is that we are thereby 
reducing the Cartesian 6 X 6 matrix action in (5.3) to a 4 X 4 
plus a 2X2 action given by (5.5). For meridional rays (Le., 
rays that lie on a plane with the optical axis), p and q are 
collinear and 3Xl/2 = 0, and the symplectic quadruplet gives 
all image position aberrations (q' does not depend on v _ 2) or 
image momentum aberrations (p' does not depend on v2 ). 

For skew rays, where p and q make an angle 8 in a z = const 
plane, X~~~ and X3~23/2 still lie in the directions of p and q, 
respectively; the others are linear combinations and distri­
bute in the following way: X~~~ makes an angle E with the 
former equal to the angle between X3!;/2 and the latter, and 
tan E = jtan 8, so the quadruplet vectors lie between p and q. 
For the 3X 1/2 doublet, 3X:~~ is perpendicular to p and 3X 1~21/2 
to q. 

VI. LENS SYSTEM ELEMENTS 

We now examine the group elements in A 3 correspond­
ing to the contituents of the most general system. These con­
sist of homogeneous slabs where free propagation (2.7) oc­
curs, separated by refracting surfaces where (2.11) applies. 

Free propagation is az-parametrized subgroup generat­
ed by the Hamiltonian (2.1) kept to three terms. We may use 

A 

then (4.1) and (4.2) to find exp ( - zH) due to the circum-
stance that xl and ~ commute (for optical fibers we need 
the exponential of the general algebra element, as we shall 
show in part II of this series of articles). We thus have free 
propagation over length z: 

These group elements produce the geometric result (2.7) on 
phase space through (5.5), and could alternatively be ob­
tained from the phase-space transformation, since ( 5.5 ) 
contains already all the group parameters of A 3. It is the 
latter method we must use for refracting surfaces. 

Writing out (2.10) so as to fit it to the form ( 5.5) we 
obtain the "root" surface transformation for (2.9) 

The concatenation lR"n R"n,1 is, from (4.4) and (4.5), 

S, = lR"nlR,-;-) = G{r,p;M}G{r',p';M,}-1 

= G{r,p,M}G{ - r'D(M'), -p';M,-I} 

= G{r - r'D( [MM'-I]-I),p -p';MM,-I}. (6.3a) 

The 2X2 matrix MM'-I is upper triangular, with 1-2 ele­
ment P = - 2(n - n')a giving the Gaussian power of the 
refracting su'tface. The aberration singlet coefficient w sim­
ply subtracts, and the aberration quintuplet is given by the 
vector 
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r - r'D( [MM,-I] -I) 

= (0,0, - a/2n,0,np) - (0,0, - a/2n',0,n'p) 

° -2P p 2 (6.3b) 

° ° ° 
In the M-matrix we have replaced by dots all elements that 
are irrelevant due to the zeros in the components ofr'. 

In this way [or by fitting (2.11) to the form (5.5)] we 
find the refracting surface transformation for (2.9): 

Sf" = G 0,0,- - - - ,- [n - n ], {( a [ 1 1 ] 2a
2 

, 

• 2 n' n n' 

~3 [n-n']2+P[n-n']), 

2a [.!. _.!.] ; (1 - 2a[n - n'])} . 
3 n' n ° 1 

(6.4) 

The geometrical meaning of each of the aberration coeffi­
cients will be seen in the next section. Here we wish to re­
mark that the order of aberrations (left) and Gaussian trans­
formations (right) in G{v,w;M} means that the aberration 
matrix (5.4) actsfirst, aberrating the object coordinates, and 
the Gaussian part of the group element acts second produc­
ing a focused (ifpossible), magnified image. The relation of 
aberration size/object size is thus not changed by the Gaus­
sian transformation. [One may transform to the opposite 
order, 

G{M;v,w}: = G{O,O;M}XG{v,w;l} = G{vD(M-I),w;M} 

to match the results of Dragt, I as was done in Ref. 4.] 
We point out that in parametrizing the aberration 

group, we may have the linear combination 

voK~ +wxg =Cp2q2+A(p.q)2, (6.5a) 

( ~ = (i ~ !)(~), (~) = G ~ ,)(~) . 
(6.5b) 

Since the surface transformation (6.4) has a fixed relation 
4vo = 3w, this implies that A = ° in (6.5) and C = ~a 
X (lin' - lin). The term with coefficient C effects 
p---+2p2q, Q--+ - 2q2p, i.e., crosses the p and q directions. The 
term absent from the surface transformation, A ( p. q)2, pre­
serves the directions of p and q. These effects make C corre­
spond to the curvature of field parameter and A to the astig­
matism parameter. Under Gaussian transformations these 
two aberrations mix, whereas the singlet aberration generat­
ed by 4Xg stays separate from the rest. In this Sp( 2,R) -classi­
fied scheme, 5 X 5 and 1 X 1 matrices replace the Cartesian­
basis 6 X 6 ones. Similarly, 2 X 4 rectangular matrices (5.5) 
replace the 2 X 6 ones needed in the latter. 
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VII. THIRD-ORDER ABERRATIONS OF PHASE SPACE 

We shall now examine the effect on (four-dimensional) 
phase space (at the z = 0 plane) of each of the aberration 
coefficients (v,w) classified into a quintuplet and a singlet. 
These will relate to the traditional third-order Seidel aberra­
tion coefficients. 1.13.14 We write the X's out in terms ofp and 
q through (5.1). 

Spherical aberration (j=2, m=2): 

G{(v2,O,O,O,O),O;1} (P) = ( 4P 2)' (7.1) 
q q - V2P P 

This aberration produces no change in the ray direction 
(p' = p), butunfocusesq, the object position. Rays on a cone 
(with axis parallel to the optical axis) of half angle () are 
made to fall on a circle of radius 4V2 (n sin () 3, preserving the 
direction of p, regardless of the image position in the object 
plane. 

Coma (j=2, m=O): 

}(P) ( P+VIP2p ) G{O,VI'O,O,O) ,0;1 = [2 2] . 
q q - VI 'P' qp + p q 

(7.2) 

Here the image position aberration vector q' - q vanishes on 
the optical axis q = 0, and for rays parallel to the axis p = O. 
Off the axis (q;i:O), rays on a cone (Ipl constant) issuing 
from an object point q fall on a circle with center at CIc 
= q(1- 2VIP2) and radiusp = vl P2lql. This gives rise to 

the familiar 6ft "comet" image of points. The two meri­
dional rays on the cone fallon the same point in the direction 
of q, and the two sagittal rays (perpendicular to the former) 
on the diametrically opposed point, also in the direction of q. 
One turn around the cone maps onto two turns around the 
image circle. Momentum space p is also distorted [i.e., 
~p(1 + VIP2)] but not unfocused (p'isindependentofq). 

"Curvatism"(j=2, m=O): 

(
P) (P + voUP' qp + iP2q]) 

G{(O,O,vo,O,O),O;l} = [2,,2 ~ ]' 
q q - Vo ~ P + 3P . qq 

(7.3) 
Here also, the aberration vectors q' - q and p' - p vanish on 
the axis and for rays parallel to it. Rays on a cone Ipi issuing 
from q fall on an ellipse centered on q in a one-to-one map. 
The major half axis of the ellipse is a = 2vr/llpi along the 
direction of q, and the minor axis is b = a/3. The momentum 
aberration vector of curvatism is proportional (by - i) to 
the position aberration vector for coma. Meridional rays can 
be made to fall into focus (to third order) when we free­
propagate to a paraboloid z = 2voi, as can be seen applying 
(6.1) to (8.3). Skew rays cannot. Finally, curvatism is in­
variant under the Fourier conjugation (~, ~ - p) of 
phase space represented by 

G{O'O;(:l ~1)}. 
Distortion (j =2, m = -1): 

G{(O,O,O,v_ I,O),O;l} (:) 

1455 

= (p + v_ I[q2p + 22p· qq]). 
q - V_lq q 
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(7.4) 

This is the Fourier conjugate of coma. Position two-space is 
distorted (for V_I >0 it is of the "barrel" type), but remains 
in focus (q' is independent ofp), while in momentum space p 
the comatic phenomenon appears. 

"Pocus" (j=2, m= -2): 

} (
p) (p + 4V_2q2q) G{(O,O,O,O,v_2),0;1 q = q . (7.5) 

This is a p-unfocusing aberration, Fourier conjugate to 
spherical aberration. Position space is neither distorted nor 
unfocused, so this has not been usually counted among the 
Seidel aberrations of a system. For V -2> 0, ray slopes in­
crease cubically with Iql in the direction of q and thus depth 
of field decreases away from the origin. Quartic-surface 
Schmidt-type correction plate surfaces [Eq. (6.4) with 
a = 0, f3 ;i: 0] produce pure pocus aberration; preceded by 
free propagation, this contributes to all quintuplet aberra­
tions. 

''Astigmature'' (j=0, m=O): 

G{O,w;l} (p) = (P + w[ - P . qp + p2q]) . (7.6) 
q q + w[ _q2p +p .qq] 

This aberration is the symplectic singlet and thus invariant 
under Gaussian optics; it is present in quadratic refracting 
surfaces, but has no effect on meridional rays, which always 
remain in focus. Rays on a cone ipi issuing from q will map 
on a straight segment perpendicular to q, and of half width 
wq2lpl· 

The more familiar linear combinations of the 4,ro - 4Xg 
degeneracy are curvature offield and astigmatism; we obtain 
them from (6.5). 

Curvature: 

(P) (P + 2Cp2q) 
G{(O,O,C,O,OMC;l} q = q _ 2Cq2p . (7.7) 

Positions are unfocused as well as momenta off the phase­
space origin. Rays on a cone map onto a circle with center q 
and radius 2Cq21 pi (equal to the major half axis of the curva­
tism ellipse with the same coefficient). They fall into focus in 
q on a paraboloid z = 2Cq2. 

Astigmatism: 

(P) (p + 2Ap . qp) G{(O,O,A,O,O), - jA;l} = 2A . (7.8) 
q q- p.qq 

Due to the common p . q coefficient, sagittal rays are unaf­
fected but meridional ones are. Rays on a cone map onto 
straight segments, centered and directed along q, of half 
length 2Aq2Ipl. 

VIII. COMPOUND LENS SYSTEMS 

To calculate the effect of an optical system on phase 
space in third aberration order, we follow the usual plot in 
optics, which makes the z axis extend towards the right. 
There are three steps to the process: (i) corresponding to 
each element [free space (6.1) or refracting surface (6.4)] 
we write its group element G{ v,v;M} in the same order (left 
to right); (ti) the product ofthese group elements through 
( 4.4) yields the group element that describes the concatenat­
ed system; and (iii) the action on phase space is obtained 
through (5.5). 
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For the purpose of illustration, consider a system with 
three elements: two homogeneous media n,n' of lengths 1,1', 
separated by a quartic axisymmetric interface ~(q). The 
group elements corresponding to the optical elements are 
A ~ A 

G(I),S" and G(I') in (6.1) and (6.4). Their concatenation 
is found now from (4.4) applied twice (multiplication is 
associative) : 

G{f,t,b;F}G{ v,w;M}G{r,t,b';F'} 

= G{f + vD(F- 1
) + rD( [FM] -I),t,b + w + t,b';FMF'}; 

(S.la) 

F. _ (1 0) M = (1 
. - -lin l' ° - 2a(n - n'») 

1 ' 

F': = ( _ /'In' ~) , 
f = ( - I ISn3,O,O,O,O) , t,b = 0, 

r = (-I'/Sn'3,0,0,0,0), t,b' = 0, 

(S.lb) 

( S.lc) 

(S.ld) 

Regarding the Gaussian part, an optical system is in 
focus if it maps object points onto image points, i.e., 
CJ---+CI' = J,Lq, and then it has magnification J,L. The Gaussian 
2 X 2 matrix for the system should be upper triangular 

points in momentum space are then p-unfocused as 
p---+p' = J,L -Ip + (1/tp)q with tp the focal length of the sys­
tem. For the system's symplectic-quintuplet aberration part, 
we see from (S.la) that it is the sum of the first (spherical) 
aberration f plus the surface aberration v acted by the pre­
ceding Gaussian free propagation F, plus the last aberration 
r acted upon by the concatenation of all preceding Gaussian 
elements FM = NF,-I. The symplectic-singlet parts add 
and only surfaces contribute to it. 

For the computational task, we should note that since 
D (F- I) is lower-triangular with diagonal 1 's, and v has only 
three nonzero components, for vD(F- I) we need only seven 
sums and nine products. Any final free-space propagation r 
requires only the first row ofD(FM), since it has only the 
first non vanishing element. The concatenation of two gen­
eral elements G{ v;w;M} costs four sums and eight products 
for the Gaussian part, ten and around 24 of each to build 
D(M) through (4.6), and 26 and 25, respectively, to cah,;u­
late the aberration part. An image point (p,q) costs ten sums 
and 24 products to find all 3X'S through (5.1); applying the 
optical system through (5.5) requires 24 of each. 

Lens systems also yield to analytic expressions in terms 
of the constituent parameters if we write out (S.l ) fully. The 
expressions start to be lengthy beyond four elements, how­
ever. The symbolic computation algorithms are well defined, 
however, and involve only polynomial expressions up to a 
finite order with no truncation needed and essential third­
order phase-space deformation kept. For numerical and 
symbolic computation, the process of creation of elements 
and their concatenation has been automatized into an inter­
active language based on FORTRAN and REDUCE. IS 
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IX. OUTLOOK 

Group theory has been proved a sharp tool for theoreti­
cal physics, where it is usually associated with quantum sys­
tems. It could have been introduced first for classical me­
chanics, which it also describes, but for the cost of 
abstraction. Our eventual aim is to be able to treat wave 
optics in aberration, while providing competitive tools for 
geometric optics. So, we have made A 3 into a group-theoreti­
cal model for third-order aberrations. Group-theoretical 
answers to the question of the "most general" third-order 
aberrating systems include that free propagation and refract­
ing surfaces indeed generate the most general such system. 
Minimal numbers of these for generic and nongeneric orbits 
are of interest. There is the "inverse lens" problem: can it be 
built with positive free propagations? The design of corrector 
plates to globally or selectively eliminate aberrations leads to 
an optimization problem with five plus one variables. 

In the next article we shall detail the consideration of 
nonhomogeneous optical elements such as media with q-de­
pendent refraction indices n(q) = no - vq2 - pq4 (Ref. 16, 
Sec. 6.4), modeling optical fibers, quadratic interfaces 
between them, and z-dependent versions of them 12 modeling 
optical funnels, for example. 

Aberration orders higher than 3 require groups larger 
than A 3. These groups include parameters for a symplectic 
aberration septuplet and a triplet for order 5, a nonuplet, 
quintuplet, and singlet for order 7, etc. Correspondingly 
there is an enlarged quotient phase space where the group 
acts linearly. Fifth aberration order requires a (vector) sex­
tuplet, quadruplet, and doublet, and so on. Non-axially­
symmetric systems will require a larger Sp ( 4,R) Gaussian 
group as well as even-ordered aberrations. These are the 
problems with magnetic lenses.2 

The question of a wave-optical group of integral trans­
forms describing aberrations is, presently, not purely techni­
cal. Gaussian optics (including prisms and birefringent me­
dia, and z-inhomogeneous elements) has been found l7 to 
yield to well-developed group-theoretical representations: 
Canonical integral transforms (see Refs. 17, IS, and 19, part 
IV). This extends to results with coherent states, Gaussian 
beams, and the Wigner distribution function (the radar au­
toambiguity function). (See Refs. 12 and 20--22.) A similar 
if approximate aberration group of integral transforms 
should exhibit the pattern of diffraction in aberration in the 
kernel, if such can be formalized. 
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Inhomogeneous systems and fiber optics in third aberration order 
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The group-theoretical description of geometrical optical systems whose elements are, in general, 
inhomogeneous but axis symmetric, in third aberration order, is presented. Closed algebraic 
expressions are given for fiber elements, i.e., media homogeneous under translations along the 
optical axis, and refracting interfaces between them. 

I. INTRODUCTION 

In the first article of this series I we introduced a nine­
parameter group to describe aligned lens systems to third­
order aberration. The structure of this group, denoted A 3, 

was that of the two-dimensional real symplectic group 
r = Sp( 2,R) (isomorphic to the group of 2 X 2 real unimo­
dular matrices) accounting for Gaussian optics, in semi­
direct product with a six-parameter Abelian translation 
group, Y, having for parameters the six third-order aberra­
tion coefficients. In this article we want to use this group­
theoretical model to describe optical systems with elements 
that are inhomogeneous slabs of refracting material, which 
include optical fibers of possibly varying "diameter" and in­
terfaces between such elements, whose only restriction is 
that they be axis symmetric, i.e., invariant under rotations 
around a common optical axis. Aligned lens systems are thus 
a particular case of the systems to be described here. Basical­
ly, group theory provides the framework to represent each 
optical element of a system by a group element, the conca­
tenation of the former corresponding to the product of the 
latter. The algebra reduces to matrices and vectors, which is 
computationally economic. 

The Lie-algebraic and group-theoretical preliminaries 
were given in Ref. 1, to which we shall refer as I. For legibi­
lity, the main results of I are summarized in Sec. II, and to 
recall the notation into which we incorporate the more gen­
eral results offered here. Inhomogeneous axis-symmetric op­
tical media are described by a refraction index n, which may 
depend on the distance q = I ql to the optical axis, and/or the 
distancez along the axis, i.e., n = n(q,z). Section III tackles 
the general problem: arbitrary (continuous) z dependence 
leading to differential equations that find the representing 
line of evolution operators in the group manifold. They are a 
set of sequential linear differential equations, of which the 
first is of second order and the rest of first order. The calcula­
tion of the r and Y parts is independent. 

A solution for the most general case cannot be written in 
closed form and numerical integration is to be called for. If 
the system is z independent, the representing line in the 
group is a one-parameter subgroup and the general solution 
in A 3 is given algebraically. We give the result relating any 
Lie algebra element with its group exponential. The deriva­
tion uses the coherent-state basis and defines the "loga­
rithm" of any optical system. A model for optical fibers is 
described in Sec. IV, essentially as harmonic plus quartic 
oscillators to third order in phase-space transformations; in-

terfaces between fibers are also addressed using the methods 
developed in I. 

Once a third-order optical system is associated to a 
group element (or line of group elements) inA 3, its action on 
the whole of optical phase space is determined. Group-theo­
retical image-formation algorithms are thus quite distinct 
from ray tracing ones, which follow individual rays. Third 
aberration order is kept intrinsically throughout. Some re­
marks regarding directions of research are presented in the 
concluding section. 

II. THE GROUp· THEORETICAL DESCRIPTION OF 
OPTICS WITH ABERRATION 

In the Hamiltonian formulation,2,3 an optical system 
maps an "object" phase space (p,q) of light rays on an "im­
age" phase space (p' ,q'), the former at a planez = Zo perpen­
dicular to the optical axis and the latter at a second z = z I 
such plane. Each ray has (at az plane) its position two-vector 
q = (ql,q2) T and its conjugate momentum two-vector 
p = (P VP2) T; the latteris the two-vector projection of the ray 
on the z plane and of magnitude P = n sin (J, n (q,z) being the 
refraction index of the medium at the point and (J the angle 
between the ray and thez axis. (We do not consider here the 
case of anisotropic media where n may depend on p.) If 
n(O,O) = no, we may write n (q,z) = no - ;;(q,z); the optical 
Hamiltonian2 is then 

H(p,q;z) = - ~nz _ pZ 

= - no + (1I2no) (p2 + 2noii - ;;2) 

+ (1I8n~)( p2 + 2noii - ;;2)2 + ... . (2.1) 

The z evolution of functions f (p,q;Z) of phase space is then 
given by the Hamilton equation of motion 

d A 
dzf(P,q;z) = - {H,f}(p,q;Z) =: -Hf(p,q;z), (2.2) 

where {.,.} is the Poisson bracket and H the phase-space 
operator (linear in Vp and Vq ) associated to H(p,q;z), 
which is given by the last equality for arbitrary f. 

In I we define the following r basis of phase-space func­
tions nX~, of order n, spinj, and weight m: 

2xl = p2, 2X~ = p.q, 2XI
_ I = q2; 

4,rl = (p2)2, 4~ = p2p-q, 

4rl = ~[p2q2 + 2(p'q)2], 

(2.3a) 

(2.3b) 
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4r_1 =p-qtf, 4r_2 = (tf)2; 

4rl = !£p2tf _ (p-q)2]. (2.3c) 

We noted there that the three quadratic functions 2X~ in 
(2.3a) close under Poisson bracket into a r = sp(2,R) Lie 
algebra generating the r = Sp(2,R) group of Gaussian, lin­
ear canonical transformations of phase space. The six func­
tions 4X in (2.3b) and (2. 3c) are all the quartic axis-symmet­
ric functions of phase space. They constitute an ideal v under 
sp(2,R), i.e., {lX,4X} = 4X; the five 4X2,S form a symplectic 
quintuplet and 4XO a singlet under r. We consider the quo­
tient algebra of all (axis-symmetric) polynomials modulo 
those of order S or larger, and called it a3

• The latter's Lie 
bracket (denoted with the same symbol {.,.} as the Poisson 
bracket) is given by 

{ n } n' }'} Xm' Xm, 

{ 

2(jm'_/m)n+n'-2X~+j~-;I, 

= j+/-1<2 and n +n' -2<4, 
0, otherwise. 

(2.4) 

The structure of the aberration algebra a3 with basis (2.3) is 
thus that of a semidirect sum between the Gaussian algebra r 
and a S + 1 = six-dimensional Abelian pure-aberration al­
gebra v with basis 4X, i.e., a3 = vETr. It is not necessary to 
write here the order n of nx~,j = 0, 1, 2. 

The third-order aberration group A 3 was defined in I as 
the connected nine-parameter Lie group generated bya3, 
with the specific parametrization where the elements GeA 3 

are given by [(14.1 )-(14.3) ] 

G{v,w;M(u)} 

Here, all parameters range over the real line; v 
= (V2 VI Vo V_I V_2) is a five-dimensional row vec­
tor, w a scalar, and M(u)eSp(2,R) is the 2X2 matrix 

M(u) 
= (COSh (i) - u# -I sinh (i) - 2u _I(i) -I sinh (i) ) 

2UI(i}-1 sinh(i} cosh(i} + U#-I sinh(i} , 

(2.Sb) 

I 

(i): = ± ~u~ - 4u l u_ l • (2.Sc) 

The group composition is given by 

G{ vI,wI;MI}G{ V2,W2;M2} 

= G{vl + v2W(MI-
I),WI + w2;M I M 2}, (2.6) 

where D2 us a S X S representation of r to be detailed below. 
The A 3 unit element is G{O,O;O} and the inverse 
G{v,W;M}-1 = G{ - vD2(M), - w;M- I}. The structure 
of A 3 is thus revealed to beA 3 = 'Y'(2<r, where r = Sp(2,R) 
is the subgroup of Gaussian optics, in semidirect product 
with the "pure-aberration" six-dimensional Abelian (trans­
lation) group'Y' = Ts(2<TI , consisting ofa quintuplet v and a 
singlet w under the former, as 

A j A 

G{O,O;M}X~G{O,O;M}-I = L D ~m' (M-I)X~" 
m'= -) 

(2.7a) 

The (2j + 1) X (2j + 1) representation matrices Di of 
MeSp(2,R) are given by the elements 

D~m'(; ~ 
= ~ C ~ ::n_ Jf: m) 

Xanpl+ m' - nr }+ m' - n{jn - m - m'. (2.7b) 

These are finite-dimensional (nonunitary) representations 
of Sp(2,R), i.e., Di(MI)Di(M2) = Di(MIM2) and 
Di(t) = t. The SXS case was written out explicitly in I. 

The homogeneous space !r3 for A 3 group action in­
cludes the four-dimensional phase space (p,q). This is 
mapped onto itself by r, but'Y' maps!r3 onto a 12-dimen­
sional space of cubic functions of Pi and qi' We are thus led to 
define the vector functions 

IX~~ = p, IXI~2112 = q; 

3X~~ =p2p, 3X:~ =!(2p.qp+p2q), 

3X3~112 = !(q" + 2p.qq), 3X3~3/2 = iq; 

3X:~ =!( _p-qp+p2q), 

3X~~/2 =!( - ip + ppq). 

(2.8a) 

(2.8b) 

(2.8c) 

The action of A 30n !r3iseffective (butnottransitive) and is 
found to be thus indecomposable with the block form 

{

IXI/2) r:_1 M-IV 2WM-
I
) (IXI/2) 

G{v,w;M 3X3/2 = 0 D3/2(M- I ) 0 3X3/2, 
3XI/2 0 0 M- I 3XI/2 

(2.9a) 

V(V) = (_ 4vV1

2 

2vo 3v_ I 4V_2) 
- 3v I - 2vo - V -I • 

(2.9b) 

Explicitly, the first two rows yield the linear-plus-cubic transformation of the phase space coordinates 

G {(V2VIVoV_IV_2)'W;(: !)}(:) 
( d - b) ([ 1 + VIP2 + (fvo - w)p-q + V_Itf]P + [(ivo + W)p2 + 2v_IP-q + 4V_~2]q) 

= -c a [-4V,p2_2vIP-q- (ivo+w)tf]p+ [l-VIP2
- (fvo- w)p.q-v_ lq2]q . 

(2.9c) 
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For meridional rays, 3X:';2 = 0, so one-dimensional optics 
requires only the first 2 X 2 indecomposable block matrix in 
(2.9a). In particular, and corresponding to (2.7a), 

G{O,O;M}x~ = (2.9d) 
m'= -j 

is valid for allj's (integer or half integer) , independent of the 
order n. 

Aligned lens systems have their optical elements repre­
sented by the following group elements. 

Free propagation over length z in a homogeneous medi­
um of index no is represented by [( I 6.1 ) ] 

A 

GH(z): = exp( -zH) 

=G{( - 8:~ 'O'O'O'O).O;(_z}n
o 

~)}. (2.10) 

An up-to-quartic refracting interface 

z = t(q) = aq2 + /3(q2)2, (2.11a) 

where rays pass from a homogeneous medium n to another 
n', is represented (at the z = 0 plane) by [( I 6.4) ] 

s,=G{(O,o,~[~,- !],~2[n_n'], 

~3 [n _ n']2 +/3 [n - n']). 

~[~, _ ! l(~ -2a[~ - n'])}. (2.11b) 

On the basis of their separate action on phase space through 
(2.9c), the parameters v, w were named or identified with 
the Seidel aberration2 coefficients in I as follows. For the 
symplectic quintuplet, V2 is the spherical aberration, VI is the 
coma and Vo is the "curvatism" = curvature offield + astig­
matism, V _I is the distortion, and v _ 2 is the "pocus." For the 
symplectic singlet, w is the "astigmature" = ~ curvature of 
field - i astigmatism. The 2 X 2 matrix part M of G{ v,w;M} 
gives rise to the familiar matrix formulation of Gaussian op­
tics. 

Compound optical systems (with a common optical 
axis extending to the right) are described through (i) writ­
ing for each optical element its group element (left to right) ; 
(ii) performing the product of group elements through 
(2.6), thus concatenating their optical counterparts, to build 
thus the system element; and (iii) calculating the action of a 
compound system on object light rays through (2.9c). In 
this article we shall work basically with the first point in the 
process for general inhomogeneous elements. Their com­
pounding and action on phase space follows exactly as for 
lens systems. 

III. PROPAGATION IN INHOMOGENEOUS MEDIA TO 
THIRD ABERRATION ORDER 

We consider the general Hamiltonian H (p,q;Z) in (2.1) 
and pose the following question: given a medium described 
by a refraction index n (q,z), what line of A 3 group elements 
G{v(z),w(z);M(z)} will describe thez evolution of the sys­
tem? If H were z independent, this line would be 

A • 
exp( - zH), a one-parameter subgroup With a fixed tangent 
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vector H( p,q)ea3
• If the tangent vector depends onz, the line 

twists through the group manifold and is not a subgroup. We 
shall turn the table on this question and ask the following: 
Given a line G{v(z),w(z)iM(z)} inA 3, what is the tangent 
vector? Once we have found it in terms of the line parameter 
functions and their derivatives, inverting these equations 
will give the group line generated by a particular Hamilton­
ian. 

We address first the Gaussian part of the problem,· not­
ing that for one-parameter poups generat~ by x(z), we 
haved /dz exp x = (dx/dz) exp x, (dx/dz) = dx/dz. Us­
ing (2.Sb) for z-dependent matrix elements and indicating 
differentiation by a dot, 

~{o,o;C (3.la) 

(3.lb) 

! G {O,Oi(~ ~)} = - fbXI-1 G {o,o;(~ ~)}. 
(3.lc) 

Next, since 2 X 2 unimodular matrices may be generically 
decomposed into a product of the three above, we may use on 
them the Leibnitz rule, (3.1) to differentiate, and (2.7 a) to 
shift all generators to the left. Thus 

! G {o,o;(; :)} 
AI AI I {(a /3)} = [AXI + BXo + Cx - d G 0,0; r 8' (3.2a) 

A = (ar + ar + y2[a/3 - ap] )/2a2
, 

B=Pr- a8, C=!(a/3-aP). (3.2b) 

The differentiation ofa line G{v(z),w(z);l} in the pure 
aberration subgroup Y' is trivial since the group is Abelian 
and the operator V'X2 + wxg may be extracted on either side. 
Finally, we use the Leibnitz rule (2. Sa) for the general group 
element G{v,w;M} = G{v,Wi1}G{O,O;M} to obtain 

d A 
-=-O{v,WiM} = L(z)G{v,w;M}, (3.3) 
dz 

where L(z) is written 

2 

L(z) = Ax: + BX~ + CX~ I + L A.mX'!. + Jlxg, 
m= -2 

(3.4) 

with the Gaussian coefficients A, B, and C given by (3.2b), 
while for the aberration part 

}.. = V + vF, p, = W, (3.Sa) 

F·-.-

-4B - 8C 0 0 0 
2A -2B -6C 0 0 

o 
o 
o 

4A 

o 
o 

o 
6A 
o 

-4C 0 
2B -2C 
8A 4B 
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The additional term vF in ). results from the passage of the 
Gaussian generators through the Y factor. The last expres­
sion for F comes from the equivalent process in differentiat­
ing G{v,w;M} = G{O,O;M}G{vD(M),w;l} with respect to 
z. 

The one-parameter line integration representing evolu­
tion of phase space under a given inhomogeneous medium 
Hamiltonian H(p,q;z) may be performed now using the re­
sult (3.3)-(3.5) and reasoning as follows. Let /(p,q;O) be 
an object-plane function of phase space (at z = 0), trans­
formed by the optical system GH (z) to an image-plane func­
tion atz: 

/(p,q;O)_/(p,q;z) = GH(z)/(p,q;O) =/(p',q';O). 
(3.6a) 

On the phase-space coordinates themselves, p-p'(p,q;Z), 
q-q' (p,q;z). Then thez derivative of this and the Hamilton­
ian equations of motion (2.2) lead toS 

GH (z) / (p,q;O) 

d A 

= dz/ (p,q;Z) = - H(p,q;Z) / (p,q;Z) 
A 

= - H(p,q;Z)GH (z) / (p,q;O) (3.6b) 

for arbitrary /. Hence, (3.3) should hold for H = - Land 
A 

the task is to find GH (z) from a givenL(z). Yet, (3.2b) and 
(3.5) yield the parameters in the latter in terms of deriva­
tives of those in the former. It is perhaps surprising that one 
may invert the Gaussian relations (3.2b) to sequential dif­
ferential equations4 for the parameters of GH with coeffi­
cients in L, thus 

{

C=o: 

C¥O: 

JC=O: 

lC¥O: 

ii +a(B _B2) = 0, 

a(O) =:= 1, a(O) = - B(O), 
ii - aC/C + a( [4AC -B 2l 

+B-BC/C) =0, 

i3 - /3a/a + 2C /a = 0, /3(0) = 0, r + raja - 2aA = 0, reO) = 0, 
r = - (a + aB)/2C. 

(3.7a) 

(3.7b) 

(3.7c) 

Lastly, 6 is obtained from the unimodularity condition 
a6 -/3r= 1. 

The aberration parameters in GH (z) are obtained in 
terms of those in L(z) through solving (3.5) with appropri­
ate boundary conditions: 

of + vF - ). = 0, v(O) = 0, 

w - p, = 0, w(O) = o. 
(3.7d) 

(3.7e) 
One application of the Gaussian-parameter differential 

equations above is to find the matrix M ( u) representing 
exp(l:mumX!.), for UI =Az, Uo =Bz, UI = Cz (A, B, C 
constant, so all their derivative terms are zero). For z = 1, 
we obtain M(u) as given in (2.5). 

Another simple application of ( 3.7) is the description of 
graded-index media that are inhomogeneous only in the z­
direction, i.e., n = no(z). Then, the ruling Hamiltonian is 
H=p2/2no(z)+p4/Sno(z)3=-L. We set in (3.7), 
A = - l/2no(z), A2 = - l/Sno(z)3, and all other coeffi­
cients zero. Immediately we obtain the third-order aberra­
tion evolution operator 
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GH(z) = G ~(- iZ 

dz
I

, 2,0,0,0,0),0; 1 0 Sno(z) 

( -L:;) :) l· (3.8) 

of which (2.10) is the particular case no(z) = const. 
Axis-symmetrical optical fibers may be modeled as me­

dia where the refraction index n is a function of ri. If the 
resulting Hamiltonian is restricted to a3

, then the most gen­
eral form n can have is 

n = no - vq2 - pq4, (3.9) 

with possibly z-dependent parameters. If v, p > 0, the medi­
um at the optical axis (q = 0) will be densest and light rays 
will propagate oscillating around it. The corresponding "fi­
ber" Hamiltonian in a3 will then be 

H(p,q) = _1_p2 + vq2 + ~p4 + --;"p2q2 +pq4. 
2no Sno 2no 

(3.10) 

The foregoing integration algorithm (3.7) applies, thus, us­
ing 

A = -l/2no, B=O, C= -v; (3.11a) 

A2 = - l/Sn~, Al = 0, Ao = - v/2n~ = lu, 
A_I = 0, A_2 = -po (3.11b) 

Ifthe fiber has varying "diameter" (i.e., z-dependent v and 
p), little simplification of (3. 7a) is achieved by B being null, 
and an explicit solution for GH (z) cannot be written down. 
Yet this is a well-defined numerical integration task that 
may be performed by computer. We note that we must calcu­
late independently the r -projection Gaussian parameters in 
M(z) and the Y-projection aberration parameters in v and 
w. 

Since our inclination is towards explicit algebraic solu­
tions,6 we shall examine those cases where (3.7) can be 
solved in a closed form. Indeed, we shall approach now7 the 

A A 

expression for G{v,w;M} = exp(zL), L being a general ele-
ment (4.3) of the algebra a3

, with constant coefficients. This 
will solve quartic z-homogeneous fibers in third aberration 
order, in the next section. 

The Gaussian part of the solution has been given in 
(2.5b). We now introduce the coherent-state description of 
the aberration part. The gist of the matter is to diagonalize 
the Gaussian part M ( u) so that the equations leading to the 
aberration coefficients (3.7d) and (3.7e) uncouple. 

When in (3.4) B = m and A = 0 = C, let us call L by 
L d = ).d-X

2 + p,xg + mx& (the index d for "diagonal"). 
Equation (3.3) then solves easily for G{vd,w;Md} 
= exp(zL d) to yield Md(mz) = diag (e-WZ,~) and, since 
Fin (3.5b) is now ~ = diag( - 4m, - 2m, 0, 2m, 4m), the 
aberration part uncouples to v:!, = A :!, (e2m

t»Z - 1 )/2mm, 
m = 2,1, - 1, - 2, vg = zA g, and w = zp,. This is the case 
where we may write 

~ =z).dEd(mz), 
2mx 1 

E d(j) (x) = £ e - m .. 1 . • u. ,= j,j - , ... , - j, 
mm mm 2mx 

(3.12) 
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formally including vg as v~, m-o. For third aberration or­
derj = 2. To achieve this diagonalization, we write the ma­
trix in (2.5) as 

M(zu) = B(u)Md(a>z)B(u) -I, 

B(u) = (a> + uo)/a>v2 
- u1v2/a> 

(3.13) 

where B is the Bargmann matrix transforming to (the hy­
perbolic stratum element) a>X ~ ; when a>2 < 0, as in the case of 
an "ordinary" fiber (acting as a harmonic oscillator and in 
the elliptic stratum), B is complex [i.e., an automorphism of 
sp(2,R) outer to Sp(2,R), inner to SL(2,C)] but well de­
fined. Hence a similarity transformation by G{O,0;B- 1

} 

sends Eq. (3.3) to the equation determining G{ yt,w;Md
} 

above, the transformation back yields the general case 

exp(z[ u'XI + A'X2 + JLxg] ) 
= G{O,O;B}exp(z[ a>X~ + AD2(B)'X2 + JLxg] ) 

XG{O,O;B}-I 

= G{O,0;B}G{ZAD2(B)Ed(a>z),JLz;Md(a>z)} 

XG{O,O;B}-I 

= G{zAE(zu)"uz;M(zu)}, (3.14a) 

E(zu) = D2(B(u»)Ed(za»D2(B(u)-I), M = BMdB- I. 
(3.14b) 

We remind the reader that D2(B) is found using (2.7) or, 
explicitly, (14.6) forj = 2. (The E-matrices do not 6 consti­
tute a group representation.) This is the general relation 
between thea3 algebraelementsL(A"u,u) and theA 3 group 
elements. Since we only have matrix-cum-vector algebra, the 
relation just obtained solves-once and for all-every Baker­
Campbell-Hausdorff-Zassenbaus formula in exp a3 in a 
closed, sometimes lengthy, but algebraic formula. 

We shall close this section with the explicit computation 
of the E-matrix in (3.14b) for upper-triangular M corre­
sponding to UI = 0 (so a> = uo) and, then, the (parabolic­
stratum) limit uo-o. The purpose is to provide the loga­
rithm of the refracting surface transformation (2.11) 
reported before [Ref. 7, Eq. (7.10)]. 

Foru = (O,UO'u_ I), we have, from (2.5) and an appro­
priate limit in (3.13), 

(
e- UO 

-2U_Iuo-lsinhuo), 
M(u) = 0 eUo 

B(u) = (~ (3.15a) 

D ~m,(M(u») 

=(j+m)e-uocm+m')( -2u u- 18inhu )m-m' 
j + m' -I 0 0 , 

(3.15b) 

E ~m' (O,uo,u_ l ) 

= (j + m)! (U_I)m-m' f 
(j+m')! Uo m"=m' 

(_1)m-m" (im"Uo_l) 
X (3.15c) 

(m - m")!(m" - m')! 2m"uo . 
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Recalling that rows and columns are numbered by 
m,m' = j,j - 1, ... , - j, we see that both the D and E matri­
ces are upper triangular (i.e., nonzero for m>m'). 

Now we may let uo-o; in the limit, M(u) is no longer 
diagonalizable, but E (O,O,u _ I) exists. It is 

Ei (OOu )=(j+m) (2u_ l )m-m' (3.16) 
mm' "-I . + ' , 1 ] m m -m + 

The proof 7 proceeds through Taylor-expanding the expo­
nential in (3.1Sc) and grouping powers of u~; the coeffi­
cients are recognized as the (m - m')th finite difference of 
the displaced nth power function, which is zero for 
n < m - m'. It may also be proved directly through the 
Schwinger series of the exponential group action to 2j terms. 
The net result of the above expressions is, for j = 2, the 
proof 9 of 

'" '" '" exp(uX~1 + A-X2 +JLxg) 
= exp (ucf + A1fJ4 + A llip-q + [¥to + ! JL ]p2q2 

+ [yt,o - !JL] (p. q)2 +A_IP.qq2 +A_~4)A 

= G {(A2,).1 + 4uA2,Ao + 3uA i + 8U2A2' 

A_I + 2uAo + 4U2AI + 8U3A2, 

A_2 + 4A_I + ~U2Ao + 2U3AI + 1/U4A2) , 

JL{~ - 2;)}. (3.17) 

It is instructive to verify the validity of (3.14) and (3.17) for 
'" '" '" exp(zIL)exp(z~) = exp( [ZI + z2]L). Solving for u, A, and 

JL in (3.17) one may find the logarithm of the surface trans­
formation (2.11) to be 

S = exp [n - n'] aq2 + __ p2q2 + p.qcf ( [
a a 2 (n + n') 

, 2nn' nn' 

+ {p + a
3
(;,:,n')2}q4]f (3.18) 

There is otherwise no simple one-parameter subgroup de­
scription of the refracting surface transformation. Neverthe­
less, as shown in Ref. 8, one may factorize Sz into two differ­
ent, but similar and simpler, "root" transformations 

S, = R"nR,,/, 
R"n = exp(naq2 - (a/n)p2q2 + 2ap·qcf 

+n[p_~3]q4r. (3.19) 

IV. UP-TO-QUARTIC FIBER OPTICS IN THIRD 
ABERRATION ORDER 

We may now construct the one-parameter subgroup of 
A 3 elements generated by the Hamiltonian (3.10), modeling 
an up-to-quartic fiber oflength z in third aberration order. It 
is 

GH(z) = G{v(z),w(z);M(z)} = exp( -zH). (4.1) 

For the Gaussian part r, from (2.5) it follows that 

(
COS KZ Kno sin KZ) 

M(z) = . , K = ± ~2v/no. 
- (K/2v)SlD KZ cos KZ 

(4.2) 
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When v> 0, K is real [and M (z) belongs to the elliptic stra­
tum]. The motion is oscillatory with "Gaussian" period 

AG = 211'IK = 11'~2nolv. 
For the aberration part we use (3.14). The symplectic 

singlet ("astigmature") is 

w(z) = - i( vln~ )z, (4.3) 

increasing linearly with time. Finally, to evaluate the sym­
plectic quintuplet of aberrations, the Bargmann transform 
matrix (3.13) is calculated to be 

US4 + 45'2 + 3zJ 

zE= 

B=_I_( 1 
.J2 ilb 

ib) 1 ' b=Kno=~2nov. (4.4) 

This is z independent since (4.1) is a subgroup. From here 
one proceeds to find DZ(B) andDz(B -1) = D 2 (B)*tocal­
culate E(z) in (3.14b). It is convenient to abbreviate 

S ( ) . = sinmKz 
m z . , 

mK 

so that we may write 

1- COsmKZ 
Cm (z): = -------:.:..:=.... 

mK 
(4.5) 

. . (4.6a) 
The matnx E will act on the row vector Az whose components for the fiber Hamiltonian are given in (3.11b), so only the first, 
third, and fifth rows are actually needed; the two others 7 are replaced by dots. If we define the fiber parameters 

1/: = ~(1 -~), ; = ~(5 + 6ncP), 
4n~ ~ 4n~ ~ 

(4.6b) 

we may write the values of the aberration coefficients after length z as 

spherical aberration v2 (z) = ~(2nov) -I[ 1/(S4 - 45'2) - ;z], (4.7a) 

(4.7b) coma vI(z) = !(2nov)-I/Z1/[ - C4 + 2Cz], 

"curvatism" vo(z) = - H 1/S4 + ~z], 
distortion V_I (z) = !(2nov) I/Z1/[ C4 + 2Cz], 

(4.7c) 

(4.7d) 

"pocus" v_ 2 (z) = l(2nov) [1/(S4 + 45'2) - ;z]. (4.7e) 

The quartic fiber evolution element ( 4.1) is thus given by the 
Gaussian part (4.2), singlet aberration (4.3), and quintu­
plet aberration (4.7). 

The coefficient 1/ gives the relative size of oscillating 
aberration terms with period lAo and ¥to , while; multi­
plies the linear drift terms. One may verify that as plv, 
v-o, one regains the free propagation group line (2.10); 
v-o but p finite leads to the Fourier conjugate of the corre­
spondingformula (3.17). 

Some properties of aberration in fibers are evident from 
the above explicit expressions. Since for z = !NAo 
= N11'~nol2v, N integer, both Sm and Cm vanish, for those 

lengths the fiber will have no coma nor distortion, and will 
only present the drift term (-z) for the other four aberra­
tions. The oscillation of all quintuplet aberrations may be 
eliminated by putting 1/ to zero through building the fiber 
with p = ~ 12no. The drift coefficient ; in the quintuplet 
maybe set to zero whenp = - 5vl6no• Through length (z) 
and gradation n-shape (p:v) we may thus eliminate the five 
quintuplet aberration coefficients. This will not cure the 
aberration singlet, however (recall I, Sec. VII), which will 
grow linearly with z, unfocusing object ray cones into images 
which grow a segment perpendicular to the meridional di­
rection. 

We may trace the path of a light ray in an optical fiber 
specified by the Taylor-expansion parameters of n(q) in 
five-dimensional space (p,q;Z). It is analytically given by 
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(2.9c) through the replacement of the parameters in (4.2), 
(4.3), and (4.7), with the general form 

q' = Q(p,q;z;n), p' = P(p,q;z;n), (4.8) 

and the following properties: (i) Q and P contain terms that 
are linear and cubic in the initial phase-space coordinates, 
and linear combinations of (2.8), (ii) Q(p,q;O;n) = q and 
P(p,q;O;n) = p, and (iii) the inverse functions are obtained 
replacingzby -z. [We note the special case n = no, which 
corresponds to a homogeneous medium propagation 
(2.10).] 

Suppose two fiberlike media, the first defined by the 
Taylor parameters of n and the second by those of n', are 
joined at an interface of the form (2.11a), which thus be­
comes a refracting interface between the two fibers. If the 
two media are homogeneous, this is the ordinary surface of 
an up-to-quartic lens. The effect of this interface may be 
associated to an A 3 element following the argument present­
ed in Ref. 8, replacing free propagation by the fiber propaga­
tion (4.8). 

A ray (p,q) crossing thez = 0 plane will hit the surface 
; at a point q with momentum p" a distance z = ;(ii) along 
the optical axis. The point q is defined by the impliCit first 
equality in 

Q(p,q;;(q);n) = ij = Q(p',q';;<q);n'). (4.9) 
The second equality, also implicit, states that ij also may be 
reached from a z = 0 point (p',q') (to be determined) 
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through propagation as if it were in the environment of the 
second medium. Since t(q) is at least quadratic in q and can 
be most cubic within the A 3 model, repeated self-replace­
ment of q in the first Q function will be terminated after the 
first step. The result will be an explicit expression q(p,q) as a 
linear-plus-cubic transformation depending on the param­
eters no, v, p. Similarly, the second equality yields an expres­
sion for q(p',q') depending on the parameters n~, v',p'. 
These relations do not yet fully determine an A 3 element 
mapping (p,q) to (p',q'), since there is as yet no relation 
between the value and direction of p propagated to the sur­
face, p~, Ip~ 1 = n(q)sin 0, and p' propagated to the same 
surface, p" Ip,1 = n'(q)sin 0'. This is provided by Snell's 
law, which states that, if t/J and t/J' are the angles between the 
ray three-dimensional vectors P~,P, and the vector Vt(q) 
normal to t at q, then 

n(q)sin t/J = n'(q)sin t/J', (4.1Oa) 

and that the three vectors are coplanar. Now, if tP is the angle 
between Vt{q) and the z = 0 plane, then t/J = tP + 0 and 
t/J' = tP + 0 '. We replace above and expand the trigonometric 
functions in t/J, t/J' in terms of 0, 0', and tan tP = Ivt(q) I· 
Recognizing that since this takes place on any plane contain­
ing the three vectors, the equation is satisfied vectorially, 

p~ + ~n{q)2 - p~ (vt)(q) 

= :P = Pt; + ~n'(q)2 - p,2(Vt) (q), (4.1Ob) 

where we have divided both sides by cos ¢ and defined p by 
the second equality. 

The refracting surface transformation we are looking 
for thus maps (i) (p,q) to (p~,q) through propagation in the 
first medium, (ii) (p~,q) to (p"q) through obeyance to 
Snell's law (4.10), and (iii) (p"q) to (p',q') through in­
verse free propagation in the second medium. Note that step 
(ii), as written in (4.1Ob), may be broken into two steps: 
(iii) (p~,q) to (p,q), and (ii2 ) (p,q) to (p"q). The conca­
tenation of (i) and (iii) is the "root" transformation in the 
first medium (examined in Ref. 8), of which the concatena­
tion of (ii2 ) and (iii) is the inverse, in the second medium. 
The statements are independent ofthe aberration order. 

We now implement the transformations explicitly to 
third order for the surface (2.11 a) , setting 
z = t(q) = aq2 + pt in (4.2), (4.3), and (4.7). We note 
that all aberration coefficients will multiply cubic terms and 
thus only the Gaussian part need be calculated for step (i). It 
yields9 

q = q + (a/no)q2p, 

p~ = p - 2valq· 

(4.11 ) 

( 4.12a) 

Step (iii) yields 

p = p~ + 2noaq - (alno)p~q + (4nJ1- 2va)q2ij. 
(4.12b) 

The concatenation of the preceding equations yields the root 
transformation as (4.11) and 

p = p + 2noaq - (alno)p2q + 2a2q2p + 4(nJ1- va)q2q. 
(4.13 ) 
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We note that this transformation does not depend on the 
quartic fiber parameter p, and that it is the same form as the 
root transformations by inhomogeneous media [Ref. 8, Eq. 
(7.2) and (12.10)]. The only difference lies in the q2q term 
added to p, which is the last summand above, it replaces the 
nf3 term of homogeneous media interfaces by no f3 - va 
above; only there does the quadratic fiber parameter v ap­
pear. lO The concatenation of the two root transformations 
(4.11a)-(4.13) may be now performed through S~,n,n' 

= R~,nR~~) as shown in Ref. 8, yielding (2.llb) with the 
same replacement for n f3 and n'f3. 

V.OUTLOOK 

The group-theoretical description of geometric optics 
seems to lead presently to development in the following di­
rections: (1) classification of higher-order aberrations as 
multiplets under the Gaussian symplectic group, be this 
Sp(2,R) for axis-symmetric systems, or, otherwise, (2) 
Sp ( 4,R). In nonsymmetric magnetic optics with chromatic 
dispersion2

, Sp (6,R) is required. 
The symplectic groups possess integral transform repre­

sentations that provide a kind of wave "quantization" of the 
system. This is well known and has been applied to Gaussian 
wave optics of lens systems, II so wave optical systems with 
aberration should follow the same line of development 
through embedding A 3 as a subgroup within the Heisenberg­
Weyl ring. 12 Some progress has been made in this direction 
in collaboration with W. Lassner, NTZ Karl-Marx Univer­
sity, Leipzig, and W. Schempp, University ofSiegen. 
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The geometry and solutions for steady transverse magnetogas dynamic flow with arbitrary 
equation of state when magnitude of the velocity is constant along each individual streamline are 
investigated. 

I. INTRODUCTION 

In spite of the general difficulty of integrating the mo­
mentum equation, there exists a large body of special exact 
solutions. Much of the literature on the subject is continued 
in the encyclopedic article of Berker. 1 Prim and Nemenyi2 

studied the geometry of plane, steady rotational flow of an 
inviscid perfect gas with the velocity magnitude constant 
along each individual streamline. This result was later ex­
tended by Prim3 for gases with a product equation of state. 
Martin4 modified Prim's analysis and generalized his result 
to any fluid for which the density is a function of the pressure 
along a streamline. Ansari and Babus also discussed the case 
for transverse hydromagnetic flow. An excellent survey of 
this method, with applications to numerous nonlinear prob­
lems, has been given by Ames. 6 

Another kinematic class that has received a consider­
able amount of attention consists of circulation-preserving 
solutions. Such solutions are dynamically possible in any 
compressible magneto or classical fluids, provided that the 
boundary of the flow region be subjected to appropriate frac­
tions. Hence, the circulation-preserving solutions are called 
universal solutions of hydromagnetic fluids. In the case of 
plane flows, Kampe De Feriee has determined the class of 
motions that not only satisfy the integrability condition but 
also annul the only nonlinear term in that condition. His 
work was significant because it followed the tradition of hy­
drodynamics and sought to determine all the solutions with­
in a well-defined kinematic class. This work was the first step 
towards the systematic study of all the exact solutions of 
hydrodynamic flows. Recently Singh and Singh8 and Chou­
bey and Singh9 obtained the necessary and sufficient condi­
tion for the existence of circulation-preserving flow in hy­
dromagnetic fluids. In the case of plane MFD flows, the 
circulation preserving property implies that the nonlinear 
term in the integrability of equation of motion vanishes. This 
condition yields the previously mentioned class of solutions 
of De Feriee and Choubey and Singh,9 although their brief 
papers contain only an outline of the analysis. The later work 
of Gortler and Weighardt,10 though frequently cited in the 
literature, contains in fact no new solution. 

In this paper, the results from differential geometry are 
used systematically to investigate plane solutions of MFD 
flows. Although the scope of the present work is limited to 
circulation preserving MFD flows, the method can be ap­
plied to more general cases. In Sec. IV, we prove the only 
possible plane MFD flows are (i) motions having constant 
vorticity magnitude and (ii) motions whose streamlines are 

concentric circles. In Sec. III, by applying Legendre trans­
form technique to the problem at hand, we achieve the geom­
etry of flows and also obtain solutions for such flows. In Sec. 
V, we prove that the analysis of Sec. III is applicable to sonic 
flows also. 

II. FLOW EQUATIONS 

The motion of an adiabatic, steady compressible hydro­
magnetic fluid is given by11 

div(pv) = 0, (2.1) 

p[V(! V2) - vX (VXv)] = - Vp + It curl HXH, (2.2) 

curl(vXH) = 0 (2.3) 

v' gradS = 0, (2.4) 

p =f(p,s), (2.5) 

and 

divH =0, (2.6) 

where v is the velocity vector, H is the magnetic field vector, 
p is the pressure function, S the specific entropy function, It 
the magnetic permeability, and p the density function. The 
flows under consideration have velocity magnitude constant 
along each individual streamline and therefore the velocity 
vector field satisfies the equation 

V· grad(!V 2) = O. (2.7) 

In the case of plane transverse flow in the (x,y) plane, 
we have H = (0,0.11) and a /az=o. For such a flow, Eqs. 
(2.2) and (2.3) reduce, respectively, to 

p[V(!V2) - vX (VXv)] = - V(p + !/LH2), (2.8) 

div(Hv) = 0, (2.9) 

where V = Ivl andH = IHI. From Eqs. (2.1) and (2.9) we 
observe that 

H=a, 

where a is a scalar function satisfying condition 

V· grad a = O. 

(2.10) 

(2.11) 

Taking the dot product of the linear momentum equation 
with v and using (2.7) and (2.11), we obtain 

v· gradp = 0, (2.12) 

which implies that the pressure function is constant on each 
individual streamline. From (2.5) and (2.12) it follows that 

v· gradp = O. (2.13) 
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Using (2.13), the continuity equation (2.1) reduces to 

divv=O. (2.14) 

Taking the curl of the linear momentum equation and using 
(2.12) and (2.13), we get 

curl(vxw) = 0, w = curl v. (2.15 ) 

From (2.15), we have the following theorem. 
Theorem 1: The steady transverse MFD flow is circula­

tion preserving if the velocity magnitude is constant along 
each streamline. 

The proof of this theorem is obvious because equation 
(2.15) is itself necessary and sufficient condition for the flow 
to be circulation preserving. 12 Now the equations satisfied 
by the velocity field for the given motion, therefore, are 
(2.11), (2.14), and (2.15). 

III. ANALYSIS FOR PLANE FLOWS 

Considering plane flows where v = v(x,y) 
= {u(x,y),v(x,y)} in the physical (x,y) plane, u and v 

satisfy 

au av_ o (31) 
ax+ay-' . 

aw aw au au 
u-+v-=O, W=--- (3.2) 

ax ay ax ay' 

u2!!!... + v2 av + uv (~+!!!...) = O. (3.3) 
ax ay ax ay 

We define the Jacobian for transformation of the above 
equations from the physical plane to hodrograph plane as 
J = {a(u,v)/a(x,y)}. 

We shall now consider the following cases: (1) J # 0 in 
the entire region of the flow, (2) J = 0 in the entire region of 
the flow, and (3) J = 0 in the part of the region and J # 0 in 
the remaining region of the flow. 

A. Case (1) (J:;fO) 

In this case, the system of equations (3.1 )-( 3.3) can be 
transformed into an equivalent linear system by interchang­
ing the roles of dependent and independent variables. For a 
solution u(x,y), v(x,y), we may consider x andy as func­
tions of u and v. Employing the transformations 

au _Jay au = -J ax 
ax- av' ay av' 

av_ Jay av_Jax 
ax - - .au' ay - au' 

inEqs. (3.1)-(3.3) we see thatx(u,v) andy(u,v) satisfy the 
following linear differential equations 

ax ay_o 
au+au- , 

u a(w,y) +va(x,w) =0, 
a(u,v) a(u,v) 

2ay 2 ax (ay ax) 
u av + v au - uv au + a;; = o. 

(3.4) 

(3.5) 

(3.6) 

Equation (3.4) implies the existence of a Legendre transfer 
function L(u,v) such that 

1467 J. Math. Phys., Vol. 27, No.5, May 1986 

aL aL 
dL=xdv-ydu, -= -y, -=x. 

au au 
(3.7) 

Employing (3.7) in (3.4)-(3.6), Eq. (34) is identically sat­
isfied and Eqs. (3.5) and (3.6) take the form 

v a«aLlau),w) -u a(w,(aLlau») =0, (3.8) 
a(u,v) a(u,v) 

a
2
L 2 2 (a

2
L a

2
L) -- (v -u ) - ----- uv=O, 

au av au2 au23 (3.9) 

where 

w=J(a
2
L + a

2

L), 
au2 av2 

J= [a
2
L a

2
L _ (a

2
L )2] -I. 

au2 au2 au au 
Defining polar coordinates (q,O) in the (u,v) plane given by 
q = (u2 + V2

)1/2 and 0 = tan-I (vlu), the above equations 
are reduced to 

The general solution of (3.11) is found to be 

L(q,O) = q¢(O) + X(q), 

(3.10) 

(3.11 ) 

(3.13) 

where ¢(O) and X(q) are arbitrary functions of their argu­
ments. From (3.13) and (3.10), we have 

~ [¢(O) + r (0) + qX" (q) + X'(q)] X" (q) = 0, 
ao X(q){¢(O) + r (0) + X'(q)} 

X" (q) #0. (3.14) 

Simplifying this equation, we find that ¢(O) satisfies 

¢'(O) +¢"(O) =0. (3.15) 

The general solution of (3.14) may be shown to be 

(3.16) 

where c l , C2' and C3 are the arbitrary constants. 
Employing (3.15) in (3.14), the general solution of the 

system of equations (3.10) and (3.11) is given by 

L( q,O) = q(c i + C2 cos 0 + C3 sin 0) + X(q). (3.17) 

Using this solution in (3.7), in (q,O) coordinates, we have 

x - C3 = [c i + X'(q) ] sin 0, 
(3.18) 

y + C2 = - [c i + X'(q) ] cos O. 

Squaring and adding, we obtain 

(x - C3 )2 + (y + C2)2 = [c i + X'(q) ]2. (3.19) 

From (3.19), we observe that curves along the velocity mag­
nitude are constant, i.e., the streamlines are concentric circles 
with center (c3, - c2 ). 
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Defining the distance of any point (x, y) from the center 
(c3, - c2 ) by R, we obtain from (3.19) thatR = Cj + X'(q). 
Differentiating this result with respect to q, we obtain dR / 
dq = X" (q). From (3.14) it is required that X" (q) ;60, and 
therefore we have the previous result 

q = q(R). 

Using this result in (3.18), the velocity field is given by 

(y + c2)q(R) (y + c2)q(R) 
u=- =- , 

X'[q(R)] + C j R 
(x - c3 )q(R) (x - c3 )q(R) 

v= = . 
X'[q(R)]+c j R 

B. Case (2) (J = 0) 

The Jacobian being zero implies that 

v=tP(u), 

(3.20) 

(3.21 ) 

wheretP is an arbitrary function ofu. Using (3.21) in (3.30) 
we find that u (x, y) must satisfy 

[
au au] [u + tP(u)tP'(v)] u - + tP(u) - = o. 
ax iJy 

(3.22) 

From the above it follows that either the first term or the 
second term or both the terms are zero. This in conjunction 
with (3.1) and (3.2), gives rise to systems of equations as 

au au 
u-+tP(u) -=0, 

ax ay 

~+ au =0 (3.23) 
ax iJy , 

aw aw 
u-+v-=O, 

ax ay 

u + tP(u)tP'(u) = 0, 

~+av=o, 
ax ay 

u aw +v aw =0. 
ax ay 

(3.24) 

For a flow field given by u (x, y), v (x, y) = tP (u) anyone of 
the above systems of equation must be satisfied. 

Using the first two equations of the system of equations 
(3.23), we observe that 

au 
[utP'(u) - tP(u)] ay- = o. 

Equation (3.26) is satisfied either by putting 

au 
ay-=o, or [utP'(u) -tP(u)] =0. 

(3.25) 

The first possibility leads to au/ax = 0, and therefore u = Uo 
and v = tP(uo) = vo' where Uo and Vo are two arbitrary real 
numbers. Theflow is irrotational and the streamlines are par­
allel straight lines. On integrating, the second possiblity 
leads to tP(u) = kju. Substituting this result in the second 
equation of the system, we find that u (x, y) satisfied 

~+kj au =0 
ax iJy , 

and therefore 
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u(x,y) =/(kjx - y), 

and (3.26) 
v(x,y) = kju = kd(kjx - y), 

where/is an arbitrary function. Using the above result, the 
vorticity w is given by 

w = (q + l)/,(kjx - y). (3.27) 

The third equation of the system is identically satisfied by u, 
v, and w. 

Considering the system of equations (3.24), and inte­
grating the first equation with respect to u, we obtain 

u2 + v2 = k2' (3.28) 

where k2> 0 is an arbitrary constant. 
Introducing the stream function t/!(x,y), which is given 

by dt/! = u dy - v dx, the second equation of this system is 
identically satisfied and (3.28) becomes 

(~~r + (~~r = k 2• 

The complete integral of (3.29) is given by 

t/!(x,y) = ~(k2) [x cos a + y sin a + 13 ], 
where a and 13 are two arbitrary parameters. 

(3.29) 

(3.30) 

The general integral of (3.29) is obtained by taking 
13 = pea) in the complete integral and eliminating a 
between 

t/! = Jk;[x cos + y sin a + pea) ], 

0= -xsina+ycosa+p'(a). 

(3.3ta) 

(3.3tb) 

Differentiating (3.3ta) with respect to x and y and using 
(3.3tb), we get 

at/! at/!. -=p =Jk; cos a, -=q =Jk; sma. 
ax ay 

(3.32) 

Again differentiating (3.32) with respect tox andy, we have 

a 2t/! . aa --=r= -Jk;sln-, 
ax2 ax 

a 2t/! aa 
--2 =t=Jk;cosa-, ay ay 

(3.33 ) 

a 2t/! 11.' aa 11. aa 
--= s = - Vk2 sm a - = Vk2 cos a -, 
axiJy ay ax 

(3.34) 

Using (3.32)-(3.34) in (3.2), we obtain 

. a [ . aa aa] sma- -sma-+cosa-
aa ax ay 

= cos a ~ [ -sina ~: +cosa :]. 

Employing (3.34) in this relation, we obtain 

a2a a2a 
-+-=0. (3.35) 
ax2 iJy2 

Differentiating (3.3tb) twice with respect to x and twice 
with respect to y and then adding, we get 

{8'(a)+pm(a)}{(~:r +(~;r}=o. (3.36) 

Equation (3.36) implies either (aa/ax)2 + (aa/iJy)2 = 0, 
orp'(a) +pm(a) = O. 
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The first possibility gives a = const and, therefore, the 
streamlines are a family of parallel straight lines. The second 
possibility gives 

pea) = C4 + Cs sin a - C6 cos a, 

where C4, Cs, and C6 are arbitrary constants. Using this 
expression for pea) in (3.31), we have 

(lI.,pc;)f/! - C1 = (x - c3)cos a + (y + cz)sin a, 

0= - (x-c3)sina+ (y-c2)cosa. 

Squaring and adding, we eliminate and obtain 

(lI.,pc;)f/! - cIl = ± R(x - C3 )2 + (y - C2)2}, 

which implies that the streamlines are concentric circles with 

~k2( y + c2) 
u= ± , 

R(x - C3 )2 + (y + C2 )2} 

~k2(X-C3) 
V = =t= ---;::;====:::;;:::::::::::;:====:::;;:;:­

~{(x - C3)2 + (y + C2)2} 
(3.37) 

C. Case (3) (J = 0 In part of the region and J¥=O In the 
remaining part of the flow) 

From the above analysis, it is apparent that the common 
streamline pattern for the cases J = 0 and J ¥= 0 are concen­
tric circles. If we restrict our attention to anyone streamline, 
parts of which lie in each region, we find from the solutions 
(3.20) and (3.27) that we encounter discontinuity in the 
velocity components as we cross from one region to another. 
Therefore, such flows cannot exist. 

IV. ANALYSIS FOR CIRCULATION-PRESERVING 
FLOWS 

More generally, we may consider the problem ofuniver­
sal motions of an incompressible viscous hydromagnetic 
fluids. Motion of steady incompressible viscous hydromag­
netic fluids are given by 

curl(wXv) = v curl curl w, 

where v is the kinematic viscosity. Universal motions are 
motions in which the velocity field is same for all hydromag­
netic fluids. It is, therefore, independent of viscosity. At the 
same time, the stress producing the motion may depend on 
the viscosity and hence the universal MFD flows are deter­
mined by the condition 

curl(wXv) = 0, (4.1) 

curl curl w = o. (4.2) 

Now we establish following result. 
Theorem 2: The circulation preserving hydromagnetic 

motions of steady vorticity are (i) motions with constant 
vorticity on which may be superposed a coplanar isochoric 
irrotational motion, which may be unsteady, and (ii) mo­
tions whose streamlines are concentric circles, for which the 
velocity magnitude is 

v=Arlogr+Br+ (Clr), 

where A, B, and C are constants. 
To prove this proposition we let s and D be the tangent 

and normal to the streamlines. The constant unit vector per-
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pendicular to the plane of the motion is denoted by b. The 
velocity is then given by 

v=vs. 

Taking the curl of the velocity vector, we have 

w=curlv=wb 

=(ksV- ::)b. 
From the equation of continuity we obtain 

6v 
-+k"v=O, 
6s 

(4.3) 

(4.4) 

where the scalars ks and k" are identified as the curvatures of 
the vector lines of sand D, respectively. Now from (4.3) we 
have 

curl(wXv) = grad (vw) XD + vXcurl D 

6w 
=v-b=O. (4.5) 

6s 
By (3.1), we obtain 

6w 6w 
curl w = - s - - D. 

6n 6s 

From (4.5~ and (4.6), we observe that 

6w 
curlw=-s. 

6n 

(4.6) 

(4.7) 

The vector lines of curl ware now streamlines. The condi­
tion (4.2) now gives 

6
2
w _ ks 6w = O. 

6n2 6n 
(4.8) 

Again since div curl w = 0, we have 

6
2
w + k" 6w = O. 

6s6n 6n 
(4.9) 

Since 6wl6n is nonvanishing we may write (4.8) and (4.9) 
in the forms 

k =~ and k =-~ 
• 6n " 6s ' 

(4.10) 

where 

h = log 1 ~~ I· 
Applying the commutation formulas on (4.10), we obtain 

6k. 6k" 
-+-=0. (4.11) 
6s 6n 

By (4.3)-(4.5), we have 

k" = 0, (4.12) 

so that, for rotational motion, k" = 0 and the vector lines of 
D are straight lines. By (4.11), 6ksl6s = 0, so the vector lines 
ofs are concentric circles. Here we write ks = lIr. By (4.5) 
and (4.6), v and ware functions of r only. Equation (4.5) 
becomes 

..!.. ~ (r iJw) = 0, 
r ar ar 

(4.13 ) 

where, by (4.4) 
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w = ~~ (ro). (4.14) 
r ar 

By direct integration of (4.13) and (4.14), we have 

v = Ar log r + Br + c/r. 

This proves Theorem 2. 

V. ANALYSIS FOR SONIC FLOWS 

Taking the dot product of the linear momentum, Eq. 
(2.8) with unit tangent vector t to the streamline, we have 

t o V(!v2
) +t oV(p+y.tH2) =0. (5.1) 

Using the state equation, adiabatic condition, and (2.11) in 
(5.1), we have 

toV(~V2)+~ ap toVp=O. (5.2) 
2 p ap 

Using the assumption that the flows are sonic, that is 
v2 = c2 = ap/ap, and employing the adiabatic condition 
again, we find 

( a
2p +~ ap)toVp=o. (5.3) 

ap2 p ap 
Since (a 2p/ ap2) + (1/ p ) (ap/ ap) is strictly positive, it fol­
lows that t 0 V P = 0, and, therefore, t 0 V (!v2

) = 0 from 
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(5.2). Therefore, for sonic flows, the velocity magnitude is 
constant on each individual streamline and the results of Sec. 
III hold for sonic flows as well. 
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The 32 minimal general generator sets (MGGS) for the three-dimensional double space groups 
are provided; each MGGS has a very limited number of parameters that describe the translational 
parts of the space groups belonging to a crystal class. The method of construction is based on the 
algebraic defining relations of the abstract generators of the point groups. The equivalence or 
inequivalence criteria for the space groups with respect to lattice transformations are established 
by introducing the definite set { U} of the unimodular matrices that leaves a lattice type L of each 
crystal class G. Based on the set {u}, it will be shown that mere shifts of the lattice origin are 
necessary and sufficient to determine the inequivalence of almost all the space groups belonging to 
a crystal class of high symmetry. It is simpler to construct MGGS of higher symmetry than those 
oflower symmetry; this contrasts with the existing methods, which are based on the solvability of 
the space groups. 

I. INTRODUCTION 

Recentlyl-4 there has been renewed interest in the struc­
ture of the space groups in order to determine the broken­
symmetry (isotropy) groups in connection with the Lan­
daus theory of the structural phase transition of the 
crystalline solids. In generating the isotropy subgroups it is 
often the most difficult task to identify them from the stan­
dard tables6 of the space groups. In this regard, it is highly 
desirable to have a compact table of the space groups that 
clearly exhibits their symmetry properties with respect to 
the transformation of the lattice basis. Motivated by the re­
newed interests, we shall reconstruct the space groups such 
that it will lead to 32 minimal general generator sets 
(MGGS) for the three-dimensional space groups; each 
MGGS has a set of parameters that describes the transla­
tional parts of the space groups belonging to a crystal class. 

An example to MGGS seems in order: It will be shown 
that eight space groups belonging to the crystal class 0 are 
described by two generators with one parameter c, 

(4z I0,-c,c), (3xyz IO,0,0), (1.1) 

which are expressed based on the conventional lattice vec­
tors and using obvious notations (see Sec. III). Here, the 
parameter c takes O,~, ±! for the primitive lattice while 
taking O,! for the face-centered and body-centered lattices. 

There are many convenient features for MGGS of the 
three-dimensional crystal classes. 

( 1) The number of the generators for every crystal class 
( or the rank) is less than or equal to 3. 

(2) The algebraic defining relations for the minimum 
number of generators are written down directly from the 
conditions of regular polygons [see (3.5)]; there is no need 
to use the solvability of the space groups. 

(3) The MGGS for a crystal class provides all the neces­
sary and sufficient information for determining all the (vec­
tor or projective) irreducible representations of the space 
groups belonging to the class. 7 

( 4) The number of the translational parameters re­
quired for each class is limited «5); e.g., only one param­
eter is required for the class 0 [see (1.1)]. 

(5) The symmetry properties exhibited by MGGS un­
der lattice transformations help identify the space groups. 

Above all, the present construction of 32 MGGS pro­
vides so far the simplest algebraic means of arriving at the 
230 space groups without the help of a computer. This is 
partly due to the algebraic equivalence criteria for the space 
groups completed in this work. Furthermore, MGGS of the 
crystal classes lead to similar compact expressions for the 
extended space groups such as magnetic space groupS.8 This 
gives us control over the large number (a totoal of 1421 ) and 
helps us to understand the group structure. 

The present method of constructing MGGS is based on 
the defining relations of the abstract generators of the point 
groups (or the presentations of the point group9). This is 

A A 

possible since the factor group G IT of a space group G with 
respect to the translation group T is isomorphic to a point of 
group G. It is similar to the method due to Zassenhaus 10 and 
his collaborators, 11,12 which provides a computational algo­
rithm for the determination of all n-dimensional space 
groups; a program carried out successfully for n = 4. Their 
method is, however, based on the arithmetic classes (73 of 
them for the three-dimensional space groups). As a result, it 
is not suitable to construct MGGS for the 32 (geometrical) 
crystal classes. Their method is good for computer calcula­
tion for any dimension, while the present method is good for 
the back of envelope type hand calculation for two or three 
dimensions. The reason is as follows: In their method, the 
required unimodular matrix U, which connects two equiva­
lent space groups, must be found by trial and error, II while in 
the present work we provide a definite set {U} for each crys­
tal class to begin with [see (2.7) and (2.8)]. The set is sim­
ply given by the symmetry group, which leaves invariant a 
Bravais lattice type L of the class G. The lattice type L de­
fines the transformation group T with further specification 
of the lattice basis. With use of the definite set of the unimo­
dular transformations {U} one can establish definitely the 
equivalence or inequivalence of any set of space groups be­
longing to {L:G}; without such a set one may need an algo­
rithm to exhaust all the possibilities to establish the inequiva­
lence. It is somewhat surprising to see that such a set {U} has 
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never been reported previously. A probable cause could be 
the use of the arithmetic classes, which are not very conven­
ient for simple geometrical consideration. 

For the three-dimensional space groups, there also exist 
well-known algebraic methods introduced by Seitz13 based 
on the geometrical crystal classes and by Burchkhardt14 

based on the arithmetic classes. Both of them use the fact 
that the space groups are solvable groups. They closely re­
semble the geometric method ofSchoentliesls in that groups 
of high symmetry are developed in a step by step manner 
from the cyclic groups. Consequently, their methods also are 
not suitable for the present purpose of determining MOOS 
for the crystal classes. Besides, they did not introduce the 
definite sets of the unimodular matrices {U}, which deter­
mine the equivalence or inequivalence of the space groups. 
Seitz specifically stated in his workl3 that his treatment does 
not prove rigorously that there are 230 space groups, but 
only that there are not more than 230. A similar defect is 
observed for the work by Bertautl6 who construct the space 
groups of the class Oh based on the defining relations ofthe 
generators. 

The plan of the present work is as follows. The basic 
development of the present approach already outlined above 
will be given in Sec. II. The equivalence criteria of the solu­
tions will be discussed there in detail. In Sec. III, some pre­
paratory remarks and the notations are introduced for the 
point operations. The presentations of the crystal classes are 
also introduced there. These will make this paper as self­
contained as possible. In Sec. IV, all 32 MOOS for the 230 
double space groups are constructed starting from the cubic 
system, which exemplifies the present approach the most 
effectively. The final results of MOOS are summarized in 
Table I with the translational parameters that characterize 
each space group. 

II. BASIC DEVELOPMENT AND EQUIVALENCE 
CRITERIA 

For the sake of generality and later convenience for 
further development we shall base our argument on the dou­
ble space groups from the outset. This does not require much 
more effort than for the ordinary space groups, since the 
extension of a space group to its double groups affects only 
the rotational part. Hereafter, we mean by a point group or a 
space group the respective double group unless otherwise 
specified. 

Let G be a space group, Tbe its translation group, and G 
A 

be a point group isomorphic to the factor group G IT: 
A 

G~.G IT. (2.1) 

Using the Seitz notation, let {R It1J be an element of G, 
where R is a point operation and tR is a translation associat­
ed with R. Let (R IVR ) be a coset representative of G with 
respect to T, where VR conveniently may be chosen to be the 
minimuJ.I1 tR. Then the set {(R IVR)} is a faithful representa­
tion of G IT with the multiplication law, 

(R l ivt)(R 2 Iv2 ) = (R 3 Iv3 ), (2.2) 
(mod tEn. 

1472 J. Math. Phys., Vol. 27, No.5, May 1986 

A 

Hereafter, we mean by G IT the group {(R IvR )} with this 
multiplication law. 

Now, on accoul3! of the isomorphism (2.1 ), both gener­
ator sets of G and G IT satisfy the same abstract defining 
relations, which may be written formally as follows: 

(2.3) 

where the {Nj }'s and the {Mj }'s are certain integer sets that 
will be specified later for each G [seeJ 3.5 ) ] . Here, X j , 1) are 
abstract generators. The operators E and E for G are given 
~ the 21T rotation e and the identity e, respectively, while for 
G IT they are given by 

E= (eIO), E= (eIO), (2.4) 

where 0 is the null vector. Obviously, the presentation of G I 
T is common to all those belonging to a given crystal class, 
which is also denoted by G. 

Now, we are ready to describe the present method of 
constructing the space groups. Assume a set of realizations 

A 

for the generators ofG ITin terms of (R IvR ) with undeter-
mined v R' Substitution of these into the defining relations 
(2.3) leads to a set oflinear equations ofvR 's (mod tEn. Let 
{L;G} be a lattice typeL of the crystal class G, which defines 
the translation group T. Then the solutions of the linear 
equations yield the space groups belonging to each lattice 
type {L;G}. In general there are more than one solution be­
cause of mod tET. 

It frequently happens, however, that some of the space 
groups thus obtained for a given {L;G} may be transformed 
into one another and hence equivalent. Such a transforma­
tion may be described by a lattice transformation 
A = [U Is], which is a linear transformation U of the lattice 
basis followed by a shift s of the lattice origin (mod tEn. Let 
the coordinate system be based on the lattice vectors, then 
the transformation U is described by a unimodular matrix, II 
which is a matrix with integral elements and det U = ± 1. 
When the space group has enantiomorphism one should 
take U as a proper unimodular matrix, i.e., det U = 1. 
Further restriction on U will be discussed later. 

Let {(Rjlvj)} and {(Rjluj)} b~ a pair of two solutions 
obtained from the presentation of G IT for a given {L;G}. 
Then, the pair is equivalent if and only if there exists a lattice 
transformation of A = [U Is], which connects the pair 
through 

i.e., 

(e-Rj)s=Vj - UUk(mOdtEn, 

Rk = U-IRjUEG, 

(2.5) 

(2.6) 

for all RjEG. Let RI>R 2 , ... ,Rr be a minimal set of the genera­
tors of G. Then from the group property (2.2), only r equa­
tions of (2.6) associated with the generators are indepen­
dent. Since r<3, the set of equations has more unknowns 
than the number of equations. Yet, it may not have a solution 
on account of the condition imposed on U. Thus, we may 
restate the problem in a more convenient form for calcula­
tion: The pair is equivalent if and only if the set of r equations 
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has a solution s for any (proper) unimodular matrix U, 
which defines an automorphism of G and leaves the lattice 
type L invariant. 

The solvability of the set of equations (2.6) for a given U 
and teTis trivial. If one of the operators R] is a pure n-fold 
rotation n or a reflection 2, it has at least one eigenvector '11] 
belonging to the characteristic value 1. Then the jth equation 
has a solution s] (up to '11]) if and only if the right-hand side 
does not contain a vector component in the space of '11]. On 
the other hand, if R] is the inversion i or a rotatory inversion 
ii (n > 2), it does not have the characteristic value 1 and the 
corresponding equation has a definite solution s] for any U. 
Now the set (2.6) has a solution for the given U and teT if all 
s] exist and are independent ofj. 

The crucial part of the problem is to find the allowed set 
of the unimodular matrices {U}, unless we resort to trial and 
error. The collection of all 3 X 3 unimodular matrices forms 
a group, which we denote by GL( 3,Z). Then the allowed set 
{U} is a normalizer N(G) of the class Gin GL(3,Z), which 
leaves a lattice type L of G invariant. Thus, from the knowl­
edge of the symmetry group of a crystal system that leaves a 
crystal lattice T invariant, we obtain the following norma­
lizer N(G) (t>G) for the required sets {U} (ignoring enan­
tiomorphism for the moment): 

Oht>O,Td,Th,T ,D2h,D2, 

D6h t>D6,C6v ,D3h ,C6h 'C6'C3h ' 

DJdt>D3,C3v,C3jC3' 

D.h t>D.,C.v ,Du,C.h , C.,S.,C2v , 

Mt>C2h ,C2,Cs , 

TRt>Cj,C!. 

(2.7) 

When there exists enantiomorphism, the normalizers given 
above should be replaced by their proper subgroups 0 and 
Dn (n > 2), respectively. The sets M and TR will be defined 
later. 

It should be noted that the normalizer D3d given above 
for the rhombohedral system is for the rhombohedral lattice. 
When the lattice is hexagonal, the normalizer for D3d , D3, 

C3v ' and C3 is D6h . This does not create any complication in 
the actual construction of their space groups, since the ine­
quivalences of the allowed solutions for these classes are sim­
ply due to the difference in the translational vector compo­
nent in the invariant eigenvector space of 3z , the z 
component (see Sec. IV C). The sets M and TR are infinite 
groups, which will be given later by their generators. Note 
that the classes of the orthorhombic system are included in 
the cubic or tetragonal system. A justification of the above 
sets given by (2,7) may be seen, for example, from the first 
set 0h; it describes the group of all possible permutations of 
the set (±x, ±y, ±z) (based on the conventional lattice 
vectors), which accounts for the difference between a lattice 
type L and an actual lattice T belonging to (L;G). More 
specifically, the three binary axes of rotation of D2h (or D2 ) 

are regarded as equivalent under their permutations for any 
of its lattice type in defining the set {U} of unimodular ma­
trices. This is due to the fact that equivalence (2.5) under a 
lattice transformation A is defined for the normalized trans-
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lational parts of the elements {(R] Iv] )}eG via the (conven­
tional) lattice basis. [For further details, see their symmetry 
properties described by (4.113a) and (4.113b) in Sec. IV.] 
This is consistent with the traditional geometric congruence 
in classification of their space groups. The set {U} given by 
(2.7) may be referred to as the symmetry groups of the crys­
tal type systems. 

In the actual calculation, it is sufficient to consider only 
the coset representatives of G in N( G) for the matrix U in 
(2.6), since inner automorphisms of G do not affect G. 
Moreover, when there is no enantiomorphism, a proper op­
erator n can be replaced by an improper operator ii and vice 
versa. Consequently, the relevant set of the unimodular 
transformation {U} for every crystal class may be given by 
one of the following generator sets, up to a multiplicative 
factor of an element of the respective class: 

{e}; 0h,0,Td,D6h,D6,C6v,D3h,D3d,D3,C3v' 

D.h,D.,C.v,Du, 

{2'}; C6h ,C6,C3h 'C3/OC3'C." ,C.,s., 

{4z}; Th,T,C2v ' 

{(x,y),(x,z)}; D2h ,D2' 

{(x,y),(x ±y,y,z)}; C2h 'C2'C., 

{(x,y),(x,z),(x ±y,y,z)}; Cj,C!' 

(2.8) 

Here 2' ln, (x,y) is the interchange of the x,y axes, and 
(x ±y,y,z) is a linear transformation written in terms of the 
Jones notation. The coordinate systems are based on the con­
ventionallattice vectors. The last set for TR is academic and 
has no practical use in the present work. 

A striking aspect of the relevant set {U} given by (2.8) 
is that it is simpler for a crystal class with higher symmetry. 
In particular, mere shifts [els] of the lattice origin will be 
sufficient to determine the equivalence or inequivalence for 
almost all classes of high symmetry. Consequently, it is 
simpler to construct MGGS of the classes with higher sym­
metry for the present method (this is quite a contrast to the 
existing methods based on the solvability of the space 
groups). These conclusions are borne out by the actual cal­
culation given in Sec. IV. For example, one sees immediately 
the inequivalence of the space groups given in (1.1), since 
the translational parts of those belonging to each lattice type 
are all different in the invariant eigenvector space 4z , the z 
component. In a special case where one of the pair is the null 
solution [say Uk = 0 for all k in (2.6)], then mere shifts are 
again sufficient to establish equivalence or inequivalence for 
all cases. Another interesting use of the equivalence criteria 
is as follows: For the classes D2h ,D3h ,D3'C 3v ,D3d' there exist 

A 

two types of inequivalent realizations of G IT depending on 
the mutual orientation of G and the lattice type L. Their 
inequivalences are also treated likewise with the criteria giv­
en by (2.6) and (2.8). 

The relevant sets of the unimodular matrices {U} given 
by (2.8) greatly simplify the process of removing the redun­
dant solutions as well as ascertaining the inequivalence of the 
final results to arrive at 230 space groups. In the actual con­
struction given in Sec. IV, we shall first reduce the number of 
the translational parameters for each class as much as possi-
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ble by a shift of the lattice origin. Then we obtain possible 
"" space group solutions from the presentation of G IT. By 

studying the symmetry properties of the solutions with re­
spect to the relevant lattice transformations [U Is], where U 
is determined from (2.8), we remove the redundant solu­
tions to arrive at the final independent solutions. The equiv­
alence criteria (2.6) supplemented by (2.8) must corre­
spond to the geometric congruence criteria used by the early 
workers. A similar relevant set of unimodular matrices for 
identifying the isotropy groups will be discussed in a forth­
coming paper. 

When two space groups {(Rjlvj)} and {(Rjluj)} are 
equivalent under A we frequently say simply Vj and uj are 
equivalent under A and write 

(2.9) 

III. THE NOTATIONS AND THE DEFINING RELATIONS 

A. The notations 

As in the International Tables, we shall use the follow­
ing notations for the lattice type L: primitive (P), base cen­
tered (A,B,C) face centered (F), body centered (I), and 
rhombohedral (R). When the lattice R is regarded as the 
double-centered hexagonal lattice, it is denoted by R *. The 
coordinate systems will be based on the conventional lattice 
vectors (the rhombohedral coordinates for the R lattice and 
the hexagonal coordinates for the R * lattice). 

In determining the translational parameters of any 
space group operator (R la,b,c), we frequently use the fol­
lowing simplification for the nonprimitive lattices. Suppose 
that one of the parameters, say a, is known to be binary, i.e., 

a = a,!, (3.1 ) 

and the remaining parameters b,c are yet to be determined. 
Then we can set a = ° before further calculation in the case 
of a B, C, F, or I lattice. 

Next we shall introduce the notations for the pure point 
operations in terms of the Jones faithful representations, 
which conveniently replace their three-dimensional matrix 
representations. These are given to the extent that is needed 
for the multiplications of the group generators and for the 
lattice transformations A of (2.5). 

(i) For Cartesian coordinates, 

2x = (x,ji,z), 2y = (x,y,z), 

2z = (x,ji,z), 2xy = (y,x,z), 

2xy = (y,x,z), 3xyz = (z,x,y), 3xyz = (y,z,x), (3.2) 

4z = (y,x,z), i = (x,ji,z), mx = i2x = 2x, 

mxy = i2XY = 2xy , Ii = in. 

(ii) For hexagonal coordinates, 

2z = (x,ji,z), 3z = (y,x - y,z), 6z = (x - y,x,z) , 

Uo = (x - y,y,z) , U I = (x,x - y,z), (3.3) 

i = (x,ji,z), mo = iuo, m = iUI' 

Here u" is a binary rotation in the x,y plane about an axis 
which makes an angle v11'/6 with the x axis. 

(iii) For rhombohedral coordinates, 

3xyz = (z,x,y), Uxz = (z,ji,x), i= (x,ji,z). (3.4) 
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Here the coordinate system is taken such that the first two 
operators 3xyz and Uxz correspond to the operators 3z and Uo 
in the hexagonal coordinates for the R * lattice, respectively. 

B. The defining relations of the crystal classes 

A point group G is either isomorphic to a proper point 
group P or a direct product group Pi = P XCi' where Ci is 
the group ofinversion. The presentation of Pmay be given by 

An=B m = (AB)I=E, E 2 =E, (3.5a) 

where A,B are abstract generators, E corresponds to the 211' 
rotation that commutes with all the elements, and E is the 
identity. The set of integers {n,m,l} is limited to {n,O,O} for a 
cyclic group Cn and {n,m,2} for a polyhedral group of a 
regular Euclidean solid, where n is the number of regular m­
gons meeting at any vertex so that lin + 11m>!. Thus we 
have {n,2,2} for Dn, {3,3,2} for T, and {4,3,2} for O. The 
presentation of Pi is given by 

XE P, 12 = [X,I] = E, (3.5b) 

where [X,I] = XIX -II -I is the commutator. The realiza­
tions ofE and E were discussed before in (2.3) and (2.4). .... 
The realization of! for G is the pure inversion i while for G IT 
it is expressed by (ilv i ). 

Let us discuss the commutator in some detail. Let 
XI = (Rllvl)E PIT, then 

[XvI] = (el2vl +RIVi -Vi). (3.6) 

In a special case when 2vI is a primitive translation of Twe 
have 

(3.7) 

which characterizes Vi (mod tET) as an invariant eigenvec­
tor of R I' Such a characterization of Vi for a generator X I of 
P IT frequently reduces the labor involved in determining Vi 

from the commutators with the remaining generators of P. 
Based on (2.4) and (3.5), the defining relations of every 

crystal class will be given in the beginning of the actual cal­
culations of the space groups belonging to the class. To facili­
tate the realizations of the improper operators for the im­
proper point groups we have denoted the crystal class in 
terms of the Schoenfties symbols together with the new sym­
bol invented by the author. 11 According to this system of the 
symbols, the improper point groups corresponding to a 
proper point group P (with the n-fold principal axis) aug­
mented by i, 2n, and 2' (2'm) are expressed by Pit Pp , and 
Pv , respectively. This symbol is the most effective in describ­
ing their isomorphisms with the proper point groups. 

IV. CONSTRUCTION OF 230 SPACE GROUPS 

A. The cubic system 

The Cartesian coordinates based on the conventional 
lattice vectors will be used for this system. It is characterized 
by a threefold axis in the (1,1,1) direction, which may be 
written as (3xyz 10) for every lattice type adjusting the lattice 
origin. From (2.8), the relevant generator sets of the unimo­
dular transformations {U} are given by {4z } for T, Th , and 
by {e} for the 0, Td , Oh classes. It turns out, however, that 
for the class T one needs only shift [els] to ascertain the 
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inequivalence of the solutions since there exist only one or 
two of them for each lattice type of the class. 

1. The clsss T; A" = B3 = E, (ABP = E 

Adjusting the lattice origin one may set 

A = (2z la,O,c), B = (3xyz 10), (4.1 ) 

where a and c are parameters to be determined for each lat­
tice type from the defining relations and the products 

A 2 = (eIO,O,2c), (AB)3 = (ela - c, - a + c, - a + c). 
(4.2) 

(i) P lattice: The allowed values of the parameters are 

c = a = O,!, (4.3) 

which define two independent space groups with the genera­
tors, 

(4.4) 

(ii) F lattice: The above solutions (4.4) are reduced to 
one solution with the parameter 

a = 0. (4.5) 

(iii) I lattice: Directly from (4.2) we obtain a,c = O,~. 
Since however c-c +! under [elj,j,U we may set a = c to 
obtain (4.4) again for the I lattice. 

The five space groups obtained above for the class Tare 
summarized by Nos. 195-199 in Table I. 

2. The clsss Th ( = Td.· A.BEr, I" = [A.I] = [B./] = E 

The space groups of this class may be constructed by 
augmenting those of the class T with the inversion transla­
tion l. We may set, using (3.7) for 3xyz ' 

A = (2z la,0,a), B= (3xyzIO), 1= Ula,a,a). (4.6) 

Then, from the commutators 

[A,l] = (el - 2a, - 2a,O), [B,/] = (eIO), (4.7) 

we determine the parameter a for each lattice type. Here, the 
augmentation does not affect the original parameter a. 

(i) P lattice: From (4.4) and (4.7) we have a, a = O,~. 
We first rewrite the generator set (4.6) in the form 

(2z la + a,a,a), (3xyz 10), (iIO), (4.8a) 

then observe that there exist only three inequivalent sets for 
the ordered pair (a,a) given by 

(4.8b) 

The equivalence of the last two pairs follows from 

(2zl!,0,P~(2zI0,!,P, (3xyz IO)-(3x)izIO), (4.9) 

under [4z 10], which leaves (iIO) invariant. 
(ii) F lattice: From (4.5) and (4.7) we obtain 

a = 0, a = O,j, (4.10) 

which yield two independent solutions. 
(iii) I lattice: From the result of the I lattice of the class T 

and (4.7) we have a, a = O,!. Since however a -a + ! for 
the I lattice, we obtain two independent solutions character­
ized by 

a =O,!, a=O. (4.11) 
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The seven space groups obtained above for the class Th 
are summarized by Nos. 200-206 in Table I. 

3. The clsss OJ A4 = B3 = (AB)" = E 

Let 

A = (4z I0,b,c), B= (3xyz IO). 

Then 

(4.12) 

A 4 = (eIO,O,4c), (AB)2 = (eIO,b + c,b + c). (4.13) 

(i) P lattice: The allowed values of the parameters are 

- b = c = O,j,M, (4.14) 

which yield four independent solutions. 
(ii) F and I lattices: Under the shift of the lattice origin 

by [elj,j,j] we have (4z 10,b,c)-( 4z I!,b,c), which yields the 
equivalences b-b +!, c-c +! for the F lattice and 
(b,c) - (b + ~,c +!) for the I lattice. Thus, from (4.13) we 
arrive at 

(4.15) 

which provide two independent solutions each for both lat­
tices. 

4. Theclsss Td(= Tp);A4=B3=(AB)"=E 

Let 

A = (4z la,0,c), B= (3xyz IO). 

Then 

A 4 = (eIO), (AB)2 = (eI2a, - c,c). 

( 4.16) 

( 4.17) 

(;) P lattice: The allowed values of the parameters are 

a = O,!, c = 0, (4.18) 

which yield two independent solutions of ( 4.16). 
(ii) F lattice: We may set one of the parameters a or c of A 

equal to zero since both of them are binary from (4.17). 
Thus we obtain again two independent solutions given by 
( 4.18) for the F lattice. 

(iii) I lattice: From (4.17) we obtain 

a = c = ° or 2a = c = 1, ( 4.19) 

which give two independent solutions of (4.16). 
It is interesting to note that all these six space groups 

obtained above for Td can be expressed in the following form 
with one parameter c: 

(4z lc,-c,c), (3xyzIO). (4.20) 

This follows since (4z la,0,c)~(4z la, - a,c - a) under 
[elaI2,aI2,aI2]. The allowed values ofcareO,! for PandF 
lattices and O,j for the I lattice (see Nos. 215-220, Table I). 

5. The class 0h( = 0,); A.BEO, I" = [A.I] = [B,I] = E 

By augmenting the class 0 with I we set 

A = (4zI0, -c,c), B= (3xyzIO), 

1= Ula,a,a). 
(4.21 ) 

Then, the required commutators are 
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TABLE I. The 32 minimal general generator sets of the 230 space groups. 

A. The cubic system 

§T; (2.lc,0,c), (3.yz 10) with L(c): 
195. P(O), 196. F(O), 197./(0), 198. Pc!), 199./(!). 

§Th ( = T,); (2.lc + a,a,c), (3.yz 10), UIO) with L(c,a): 
200. P(O,O), 201. P(O,!), 202. F(O,O) , 203. F(O,l), 204./(0,0), 
205. P(!,O), 206.I(!,0). 

§O; (4.10, -c,c), (3.yzI0) withL(c): 
207. P(O), 208. pcp, 209. F(O), 210. F(J), 211./(0), 
212. P(ll, 213. Pc!), 214. I(!). 

§Td ( = Tp); (4.lc, -c,c), (3.yzI0) withL(c): 
215. P(O), 216. F(O), 217,/(0),218. pcp, 219. F(P, 220./(J). 

§Oh ( = 0,); (4.1 - a, - c,c), (3.yzI0), (i10) withL(a,c): 
221. P(O,O) , 222. P(!,O), 223. P(!,P, 224. P(O,!), 225. F(O,O), 
226. F(!,O), 227. F(!,l), 228. F(O,n, 229./(0,0), 230./(j,j). 

B. The hexagonal system 

§C~ P(6z I0,0,c) with c: 
168.0,169.1, 170.1. 17q, 172.~, 173.!. 

§C3h ( = C3P ): 
174. P(6z I0). 

§C6h ( = C6i ); P(6.10,0,c), UIO) with c: 
175.0, 176.!. 

§D~ P(6. 10,0,c), (uoIO) with c: 

177.0,178.1. 179.1. 180.!, 18q, 182.!. 

§C6u ; P(6. 10,0,c), (moIO,O,c') with (c,c'): 

183. (O,Q), 184. (O,!), 185. (!,!), 186. (!,O). 

§D3h ( = D3P ); P(6. 10,0,0), (moIO,O,c) or (uoIO,O,c) 
with (m;c) or (u;c): 

187. (m;O), 188. (m;p, 189. (u;O), 190. (u;!). 

§D6h ( = D6i ); P(6.10,0,c), (uoIO,O,c'), UIO) with (c,c'): 
191. (0,0), 192. (O,!), 193. (W, 194. (!,O). 

C. The rhombohedral system 

§C3; (3.IO,O,c) withL(c): 

L ~) (c,a) 

P (0,0) 
(O,!) 
(!,Q) 
(W 

I (0,0) 
(1,0) 

E. The orthorhombic system 

(0,0) 

123 
127 
13l 
135 

139 
142 

143. P(O), 144. P«!), 145. P (~), 146. R -(0). 

§C3i ; (3.10), (i10) withL: 

147. P, 148. R -. 

§D3; (3.IO,O,c), (uyIO) with L(uy;c): 
149. P(u.;O), ISO. P(uo;O) , 151. P(u.;!l, 152. P(uo;!) , 

153. P(u.;V, 154. P(uo;V, 155. R -(uo;O). 

§C3u ; (3. 10)(my10,0,c) withL(my;c): 
156. P(mo;O), 157. P(m.;O), 158. P(mo;!>, 159. P(m.;!), 
160. R -(mo;O), 161. R -(mo;p. 

§D3d( =D3/); (3.10),(uyI0),UI0,0,c) withL(uy;c): 
162. P(u.;O), 163. P(u.;P, 164. P(uo;O), 165. P(uo;!), 
166. R ~(uo;O), 167. R ~(uo;!). 

D. The tetragonal system 

§C4 ; (4.IO,0,c) withL(c): 

75. P(O), 76. P(j), 77. Pcp, 78. P(~), 79./(0), 80./(1). 

§S.( = C2P ); (4.10) withL: 
81. P, 82.1. 

§C.h( = C.i ); (4. la,b,c) UIO) withL(a,b,c): 
83. P(O,O,O), 84. P(O,O,!), 85. P(!,O,O), 86. P(!,O,!), 
87./(0,0,0),88./(1,W· 

§D4; (4.IO,0,c), (2.la,a,0) withL(c,a): 
89. P(O,O), 90. P(O,!), 91. (J,O), 92. P(J,!), 93. P(!,O), 
94. Pq,p, 95. P(~,O), 96. pew, 97./(0,0), 98./<1,0). 

§C.u ; (4z I0,0,c)(m. la + 2c,a,c') with L(c,a,c'): 

99. P(O,O,O), 100. P(O,!,O), 101. P(!,O,!), 102. P(!,W, 
103. P(O,O,P, 104. P(O,!.!>, 105. P(!,O,O) , 106. P(!,!,Q), 
107./(0,0,0), 108.1(0,0,!), 109./(1,0,0), 110./(j,!,0). 

§D2d ( =D2P ); (4.10)(2. or m.la+2c,a,c) withL(2orm;a,c): 
Ill. P(2;0,0), 112. P(2;0,P, 113. P(2;!,0), 114. P(2;!,!), 
115. P(m;O,O) , 116. P(m;O,p, 117. P(m;!,O), 118. P(m;!,!), 
119./(m;0,0), 120./(m;0,!), 121./(2;0,0), 122./(2;!,1l. 

§D'h ( = D.i ); (4. 10,0,c)(2. la,a,O)(ila,a + 2c,y) or 
(4. la + c,c,c) (2. la,a + a + 2c,y) UIO) with (c,a) and (a,y). 

(O,!) (!,Q) (W 
124 125 126 
128 129 130 
132 133 134 
136 137 138 

140 
141 

§D2; (2.lc,0,c) (2. la,a,O) with L(c,a): 16. P(O,O), 17. P(!,O), 18. P(O,P, 19. Pc!,!), 20. C(!,Q), 21. C(O,O), 22. F(O,O), 23./(0,0), 24./(W. 

§C2u ; (2.la', - b,c + c') (m. 10,b,c) (myla',O,c') 

(a',c') 
L (b,c) (0,0) (O,P (!,O) (W 

P (0,0) 25 26 28 31 
(O,!) 27 29 30 
(!,O) 32 33 
(W 34 

C (0,0) 35 36 
(O,!) 37 
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TABLE I. (Continued.) 

A 

I 

(0,0) 
(O,P 

(0,0) 
(O,!) 

F b = c = a' = c' = d; 42. d = 0,43.d = 1 

38 
39 

44 

§D2h ( = D2i ) 

46 
45 

(2. Ic,O,c) (2x la,a,O) (ila,.8,r) or (2. Ie + a, P,c) (2x la,a + P,r) (i10) 

L (c,a) (a,P,r) 

P (0,0) 47. (0,0,0) 48. (!,W 49. (O,O,P 
(!,O) 51. (!,O,O) 52. (O,!,O) 53. (0,0,0) 
(O,!) 55. (0,0,0) 56. (!,W 57. (O,!,O) 

59. (!,!,O) 60. (O,!,!) 
(W 61. (0,0,0) 62. (O,O,!) 

C (0,0) 65. (0,0,0) 66. (O,O,!) 67. (O,!,O) 
(!,O) 63. (O,!,O) 64. (0,0,0) 

F (O,Q) 69. (0,0,0) 70. (1,1,1) 

I (O,Q) 71. (0,0,0) 72. (O,O,!) 
(W 73. (0,0,0) 74. (O,O,P 

F. The monoclinic system 

§C2; (2.10,0,c) with L(c): 3. P(O), 4. PC!), 5. B(O). 

§C, ( = C1p ); (m.IO,b,O) with L(b): 6. P(O), 7. Pcp, 8. B(O), 9. B(!). 

§C2h ( = C21 ); (2.10,b,c)(iI0) with L(b,c): 10. P(O,O), 11. P(O,P, 12. B(O,O), 13. P(!,O), 14. PC!,!), 15. B. (!,O). 

G. The triclinic system 

§C1: 1. p(eIO). §C,: 2. P(eIO)(iIO) 

Notes: (i)L(a, ... ) means the lattice type L with the parameters a, .... 
(ii) The number assigned to each space group is in accordance with Ref. 6. 

B. The hexagonal system 

40 
41 

50. (!,!,O) 
54. (M,O) 
58. (O,O,!) 

68. (O,w 

[AJ] = (el - 2a, - 2c,2c), 

[B,I] = (eIO,O,O), 
(4.22) 

from which the parameters ce{O, ... ,a} and a are to be speci­
fied further for each lattice type. 

(i) P lattice: The allowed values of the parameters are 

c,a = O,!, (4.23) 

The hexagonal coordinates based on the primitive lat­
tice vectors are used throughout to describe the symmetry 
elements. As mentioned in Sec. II, there exist two types of 
realizations of the generators for the classD3". The construc­
tion of the space groups for this system is straightforward 
since there exists not much redundance except for D3h • 

which yield four independent solutions of ( 4.21). 
(ii) F lattice: From (4.22) we obtain 

c = 0,1, a = O,!, (4.24) 

which provide four independent solutions of ( 4.21) for the F 
lattice. 

(iii) I lattice: From (4.22) we obtain two sets of the pa­
rameters 

c = a = 0,1, (4.25) 

which yield two independent solutions of ( 4.21). 
If the lattice origin is chosen at the center of symmetry, 

the generator set (4.21) is rewritten as follows: 

(4z la,-c,c), (3"yzI0),(i10). (4.26) 
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1. The class C.,' A. = E 

2. The class C3hf = Cap); A. = E 
One simply sets 

A = (6z I0), 

( 4.27) 

(4.28) 

since there exists no invariant eigenvector space for 6z • 

3. The class Ctlhf = Cm); A. = E, 12 = [A,I] = E 

Let 

A = (6z I0,0,c), I= (ila,b,O). 

Shoon K. Kim 
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Then 

[A,l] = (el - b,a - b,2c). (4.30) 

The allowed values of the parameters are 

a=b=O, c=O,!, (4.31) 

which yield two inequivalent solutions of ( 4.29). 

4. The class D6; A6 = B2 = (AB)2 = E 
Let 

A = (6z I0,O,c), B= (uola,b,O), (4.32) 

where Uo is the diad parallel to the x axis defined in (3.3). 
From 

A 6 = (eIO,O,6c), B 2 = (el2a - b,O,O), 

(AB)2 = (el2a 2b.a - b.O). 

we obtain 

(4.33) 

a = b = 0. c = O.! •...• g. (4.34) 

which yield six independent solutions for (4.32). 

5. The class e,v; A6 = B2 = (ABP = E 
Ifwe replace the diad Uo of D6 by the reflection mo = iuo. 

we arrive at C6v ' We set 

A = (6z I0.0,c), B = (mola',b ',c'). 

Then, from 

A 6 = (eIO,O.6c), B2 = (elb ',2b ',2c'), 

(AB)2 = (eIO,a' + b', 2c + 2c/), 

we obtain 

a' = b ' = 0, c,c' = O,!, 

which yield four independent solutions of (4.35). 

6. The class Dah( = D3p); A6 = B2 = (ABP = E 

(4.35 ) 

(4.36) 

(4.37) 

There exist two possibilities; either the second generator 
B is the mirror plane mo or the diad uo. Thus we set 

A = (6,,1°), 

Bm = (mola,b,c), B" = (uola,b,c). 

For theABm type, we have 

B'!. = (elb,2b.2c). 

(ABm)2 = (el- 2a + 2b, - a + b,O), 

which yield 

a = b = 0, c = O,!. 

(4.38) 

(4.39) 

(4.40) 

Thus, we obtain two independent solutions for theABm type, 

(6%10), (moIO,O,c); c=O,!. (4.41) 

For tbeAB" type, we have 

B! = (el2a - b,O.O) , (AB .. )2 = (eIO, - a - b, - 2c), 
(4.42) 

which yield 

a = - b, b = O,j,~, c = O,!. ( 4.43) 

However, (uola,b,c)-+(uoIO,O,c) under [el - a, - b,O], 
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which leaves (6% 10) invariant. Thus, we again arrive at two 
independent solutions given by 

(6z I0), (uoIO,O,c); c=O,!. (4.44) 

7. DIJh( = D,,); Al SED61 12 = [AI/] = [B,I] = E 

Augmenting D6 we may set 

A = (6% 10,O,c), B = (uoIO), 1= (fIO,O,r). (4.45) 

Then, from the commutators 

[A,l] = (eIO,O,2c), [B,l] = (eIO,O, - 2r), (4.46) 

we obtain 

c,r = O,!, (4.47) 

which provide four independent solutions. 

C. The rhombohedral system 

The hexagonal coordinates are used for the primitive 
hexagonal lattice P and for the double-centered hexagonal 
lattice R *, while the rhombohedral coordinates are used 
when the latter is regarded as the rhombohedral lattice R. 
On account of the difference in the coordinate systems of the 
P and R lattices we shall discuss their space groups separate­
ly. Then we simply write down the results for the R * lattice 
from those of the R lattice. It is noted that there exist two 
types of realizations of the generators for the classes D3, C3v ' 

and D3i with the P lattice but not with the R (or R *) lattice. 

1. The class e3;A3= E 
(i) P lattice; A =(3z/0,O,c); c=o,j ,j ( 4.48) 

(ij)R lattice; A = (3xyz/O). R* lattice; A=(3z /0) 

2. The class em; A3 = E. 12 = [A,I] = E 

(i) P lattice: We may setlS 

B = (3z I0), E = (eIO), 

and obtain 

A = EB4 = (3z 10), 1= EB3 = (iIO). 

( 4.49) 

(4.50) 

(4.51) 

(tj) R lattice: In terms of the rhombohedral coordinates 
and using (3.7) we obtain only one space group character­
ized by 

A = (3xyz 10), I = (flO), (4.52a) 

which may be rewritten for the R * lattice as follows: 

(4.52b) 

3. The class D3; A3 = S2 = (ASP = E 
(i) P lattice: There exist two types of realizations for the 

second generator B, which is a diad; either it is parallel or it is 
perpendicular to one of the primitive lattice vectors in the 
x,y, plane. We set 

A = (3z I0,0,c) B" = (uvla,b,O), v=O,l, (4.53) 

where uollx and u1ly. 
For the ABo type we have 

ShoonK. Kim 1478 



                                                                                                                                    

A 3 = (eIO,0,3c), B~ = (e12a - b,O,O) , 

(ABo)2 = (ela - 2b,a - 2b,O), 

which yield 

b = 20, c,a = O,j,i. 

(4.54) 

(4.55) 

For each given value of c, however, there exists only one 
independent solution; this can be shown as in the case of ABu 
type of D 3/r' Thus, we are left with only three inequivalent 
sets of the parameters for the ABo type, 

a = b = 0, c = O,j,i. (4.56) 

For the AB I type, we have 

B~ = (eI2a,a,O), (AB I )2 = (ela - b,2a - 2b,O), 
(4.57) 

which immediately yield the same parameter sets as those 
given by (4.56). 

Thus, there exist altogether six independent space 
groups belonging to the P lattice given by 

(3% 10,0,c) , (u"IO); v=O,l, c=O,j,i. (4.58) 

(iii) R lattice: In terms of the rhombohedral coordinates 
we set 

A = (3xyz IO), B= (mdla,b,c). 

Then,from 

B2 = (ela + c,2b,a + c), 

(AB)2 = (el2c,a + b,a + b), 

we obtain two inequivalent sets of the parameters 

(4.67) 

(4.68) 

a=b=c=O,!, (4.69) 

which define two independent solutions of (4.67). These 
may be rewritten for the R * lattice as follows: 

(3%10), (moIO,O,c); c=O,!. (4.70) 

5. The class Ou( = Oat); A,II€03, I~ = [A,I] = [8,1] = E 

(i) P lattice: Augmenting the class D3 we may set, using 
(3.7), 

A = (3% 10,0,c), B" = (u" 10), v = 0,1, 

1= (iIO,O,r), (4.71) 

where ce{O,j,j} and r are to be specified further by the com­
mutators, 

[A.!] = (eIO,O,2c), 

A = (3xyz 10), B = (ud la,b,c). 

Then 

(4.59) [Bo.!] = (eIO,O, - 2r), 

[B I .!] = (eIO,O, - 2r). (4.72) 

The allowed values are B2 = (ela - c,O, - a + c), 

(AB)2 = (eIO,a - b, - a + b), (4.60) c = 0, r = O,!. (4.73) 

which yield a = b = c. Consequently, we can reduce (4.59) 
into the following form, via [elaI2,aI2,aI2], 

(3xyz 10), (ud 10), (4.61a) 

which may be rewritten for the R * lattice as follows: 

(3% 10), (uoIO). (4.61b) 

4. The clllllS Ch ; A3 = IP = (AB? = E 
(i) P lattice: Replacing the binary rotations u" of D3 by 

the reflections m" = iuv we arrive at the class C3 •• We set 

A = (3% 10,0,c) , B" = (mvla',b',c'), v=O,l. 
(4.62) 

Then, for the ABo type we have 

A 3 = (eIO,0,3c), 

B~ = (elb ',2b ',2c'), (ABo)2 = (el- a',a',2c + 2c'), 
(4.63) 

which yield two inequivalent sets of the parameters, 

c = a' = b ' = 0, c' = O,!. ( 4.64) 

For theAB I type 

B~ = (eIO,2b'-a',2c'), 

(AB I )2 = (el- a' - b ',O,2c + 2c'), (4.65) 

which give again the same parameter sets as given by (4.64) 
through a shift [elb', - b ',0]. Thus, we obtain altogether 
four independent solutions for the P lattice, 

(3 .. 10), (m"IO,O,c'); v=O,l, c'=O,!. (4.66) 

(ii) R lattice: Let 

1479 J. Math. Phys., Vol. 27, No.5, May 1986 

Thus we obtain two independent solutions each for both 
types which may be rewritten as follows: 

(3 .. 10), (uvIO,O,r), (iIO); v=O,l, r=O,!. 
(4.74) 

(ii) R lattice: From (4.16a) we may set 

A = (3xyz IO), B= (udIO), 1= (ila,a,a). (4.75) 

Then 

[A.!] = (eIO), [B.!] = (el - 2a, - 2a, - 2a), 
(4.76) 

which yield two independent solutions for the R lattice char­
acterized by 

a = O,!. (4.77) 

The solutions may be rewritten for the R * lattice as follows: 

(3% 10), (uoIO), (iIO,O,a) or 

(3%IO), (uoIO,O,a), (iIO); a=O,!. (4.78) 

D. Tetragonal system 

The coordinate system based on the conventional lattice 
vectors is used with the z axis being parallel to the fourfold 
axis of rotation. The redundancies of the solutions are low 
for this system and easily removed by simple shifts of the 
lattice origin. In particular the following transformations 
will be very useful: 

(4 .. la,b,c) - (4 .. la - !,b + !,c) 

via [el!,O,O], 

(4%la,b,c)-(4 .. la-!,b,c) via [el!.!,!], 

Shoon K. Kim 
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where (4. 79a) leaves (ila.b.c) invariant always while 
( 4. 79b) leaves ala.b.c) invariant only for the I lattice. 

1. The class CIt; A" = E 
We set 

A = (4"IO,O,c). 

Then, for the P lattice, 

c=O,M,i, 

while for the I lattice, using (4. 79a), 

c=O,!. 

2. The class S,,( = C2p); A" = E 
One may simply set 

A = (4,,10), 

( 4.80) 

(4.81 ) 

(4.82) 

(4.83) 

for both p and I lattices, since there exists no invariant eigen­
vector space for 4". 

3. The class C",,( = C",); A4 = E, 16 = [A,I] = E 

It is simpler to set 

A = (4z la,b,c), 1= (iIO), (4.84 ) 

instead of augmenting C4 by I. Then 

A 4 = (eIO,O,4c), [AJ] = (el2a,2b,2c). (4.85) 

(i) P lattice: All three parameters are binary, 

a,b,c = a,!. (4.86) 

One can set, however, one of the parameters, a or b, equal to 
zero using the transformation (4. 79a). Thus, we obtain only 
four independent solutions 

(4z la,0,c), (iIO); a,c = O,!. (4.87) 

(ii) I lattice: First, the parameters of (4.87) are further 
reduced to a = c = ° for the I lattice using (4.79a) and 
(4.79b). Second, directly from (4.85) one obtains another 
set of the parameters given by 

a=b=c=!. (4.88) 

Thus, together we have two independent solutions given by 

(4z ld,d.d), (iIO); d=O,!. (4.89) 

Let 

A = (4" 10,O,c) , B= (2..,la,b,0). (4.90) 

Then 

A 4 = (eIO,O,4c), B2 = (el2a,O,O), 

(AB)2 = (ela - b,a - b,O). (4.91) 
(i) P lattice: The allowed values of the parameters are 

a = b = a,!, c = O,M,i, (4.92) 

which yield eight inequivalent solutions of (4.90) without 
any redundancy. 

(ij) I lattice: We again arrive at (4.92), which are, how­
ever, further reduced to two inequivalent sets 

a=b=O, c=0,1, (4.93) 
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since (a,b)-(O,O) under [eIO,O,I] while c-c+! by 
(4.79a). 

5. The class C411; A" = S6 = (AS)6 = E 
Let 

A = (4z I0,0,c), B= (mxla',b',c'). 

Then 

A 4 = (eIO,O,4c), B2 = (elO,2b ',2c'), 

(AB)2 = (el- a' - b ',a' + b ',2c + 2c'). 

(4.94 ) 

(4.95) 

(i) P lattice: The allowed values of the parameters are 

, b' "0 1 a = , c,a ,c = '2' (4.96) 

which yield eight solutions for (4.94) without any redun­
dancy. 

(ii) I lattice: Since b ' is binary from (4.95), we may set 
b ' = ° and then obtain 

b' = 0, c' = O,!, 2c = a' = a,!, (4.97) 

which yield four independent solutions given by 

(4z I0,0,a'/2), (mxla',O,c'); a',c'=O,!. (4.98) 

6. The class ORt/( = 02p); A" = S6 = (ASP = E 
Two types of the space groups exist for this class de­

pending on the second generator B; either it is 2x or m..,. 
Thus, we set 

A = (4z 10), B2 = (2.., la,b,c) , Bm = (m.., la,b,c). 
( 4.99) 

For theAB2 type, 

Bi = (el2a,O,O), (AB2 )2 = (ela + b, - a - b,2c), 
(4.100) 

and for the AB m type, 

B!. = (eIO,2b,2c), (ABm)2 = (el - a + b, - a + b,O). 
(4.101) 

(i) P lattice: The allowed values of the parameters are the 
same for both types 

a = b, a,c = a,!, ( 4.102) 

which yield four independent solutions for each type. 
(ij) I lattice: For the AB2 type, the parameter a is binary 

from (4.100). Thus from (4.99) we may set a = ° first then 
obtain b = 2c = O,~. These yield two independent solutions 

(4,,10), (2x IO,b,b/2); b=O,!. (4.103) 

FortheABm type, from (4.99) and (4.101) we first set b = ° 
then obtain a = ° and c = O,~. These provide two indepen­
dent solutions given by 

(4 .. 10), (mxIO,O,c); c=O,!. (4.104) 

7. The class 04th( = 0",); A,IkO. ,6 = [A,I] = [8,1] = E 

In view of (4.92) and (4.93) we set 

A = (4" 10,0,c) , B= (2x la,a,0), 1= Ula,p,y), 
(4.105) 

where ce{O, ... ,i}, aE{O,!}, and a,p,y are specified further 
from the commutators 
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[A,l] = (el - a - p,a - P,2c) , 

[B,l] = (eIO, - 2/J, - 2r)· 

(4.106a) 

(4.106b) 

(i) P lattice: The allowed values of the parameters are 

c,a = a,!, a = p = o,~, r = a,!, ( 4.107) 

which yield 16 space groups without any redundancy, 

(4z I0,0,c), (2x la,a,0), (ila,a,r) or 

(4z la,O,c), (2x la,a - a,r), (iIO); c,a,a,r = O,~. 
(4.108) 

(ii) I lattice: First, from (4.93) we have a = 0, c = 0, !. 
Second, we can set p = 0, r = 0, ~ for the I lattice from 
(4.105) and (4.106b). Then, from (4.106a) we have a = 2c 
= 0, ~. Thus, we obtain four independent solutions given by 

(4z I0,0,aI2), (2x IO), (i'la,O,r) or 

(4z l-aI2,aI2,aI2), (2x IO,0,r), (iIO); a,r=O,!. 
(4.109) 

E. The orthorhombic system 

The rectangular coordinates based on the conventional 
lattice vectors are used. On account of high redundancy of 
the solutions, their removal will be the major problem. This 
is easily achieved, however, with the use of the relevant gen­
erator sets of the unimodular transformations {U} given in 
(2.8); i.e., {(x,y),(x,z)} for the classes D2, D211 and {4z } 

- {(x,y)} for the class C2u • 

1. The cis .. Db A6 = B6 = (ABP = E 
Let 

A = (2z Ic,O,c) , B = (2x la,b,O), C = (2y Ic - a, - b,c), 
(4.110) 

where we have introduced an auxilary generator C for later 
discussion of the symmetry of the set {A,B,C; a,b,c}. By de­
finition, the parameters c,a,b describe the screw properties of 
the diads A,B,C, respectively. Now, from 

A 2 = (eIO,O,2c), B2 = (ella,O,O), 

(AB)2 = (eIO, - 2b,0), 
(4.111) 

we conclude that three parameters are all binary, i.e., 

a,b,c=O,!, (4.112) 

for any lattice type belonging to D2• In removing the possible 
redundant solutions we may use the following symmetry 
properties: Under the transformation [~ylcI2,c/2,cI2], 

{A,B,C; a,b,c}-{A,B,C; b,a,c} (4.113a) 

and under [~zlcI2,bI2,aI2], 

{A,B,C; a,b,c}-{A,B,C; c,b,a}, (4.113b) 

where ~y means the interchange of the x,y axes. 
(i) P lattice: From (4.113), the set of three diads is equi­

valent with respect to any permutation of the parameters 
a,b,c. Accordingly, the inequivalent sets of the parameters 
are obtained by assigning ° and ! to the set {a,b,c}, with 
repetitions. Since two of the parameters are always equal we 
may set a = b, a,c = a,! to obtain four independent solutions 
given by 
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(2z lc,0,c), (2x la,a,0); c,a=O,~. (4.114) 

Obviously these hold for the remaining lattices with 
further simplifications specified below. 

(ii) F lattice: The solutions (4.114) are further reduced 
to a single solution with 

c=a=O. (4.115) 

(iii) I lattice: The solutions (4.114) are reduced to two 
independent solutions with 

c = a = a,!, ( 4.116) 

with the use of the shift [e I O,O,!] . 
(iv) C lattice: From (4.114) we may set the binary pa­

rameter a equal to zero and then obtain two independent 
solutions given by 

(2z lc,0,c), (2x IO,0,0); c=O,!. (4.117) 

2. The cllI .. C2v; A6 = B6 = (ABP = E 
Let 

A = (mx 10,b,c), B = (my la',O,c'). 

Then, from 

A 2 = (eIO,2b,2c), B2 = (ella',O,2c'), 

(AB)2 = (eIO,O,2c - 2c'), 

we obtain 

b,c,a' ,c' = a,!, 

(4.118) 

(4.119) 

(4.120) 

which hold for all the lattices belonging to Clu except for the 
F lattice. Moreover, we have the following equivalence: 

{A (b,c),B(a',c')}- {A (a',c'),B(b,c)}, (4.121) 

under the interchange of the x,y axes. 
(i) P lattice: On account of the symmetry (4.121), the 

inequivalent solutions are given by choosing two sets with 
repetitions out of the four sets 

(0,0), (O,!), (!,O), (!,!), (4.122) 

and assigning them to {A,B}. Thus one arrives at ten inequi­
valent space groups given by Nos. 25-34 in Table I. In the 
conventional notations, the sets in (4.122) define the glid­
ings m,c,g,n of the mirror plane A or B. 

(ii)CandIlattices: We may setb = a' = Oin (4.118) via 
[elb 12,a'/2,0] and then using the symmetry (4.121) obtain 
three inequivalent solutions 

(mxIO,O,c), (myIO,O,c'); c<c'=O,!. (4.123) 

{iii} A lattice: From (4.118) we may set the binary pa­
rameterbequal to zero then c'-ovia [eIO,c'/2,0]. Thus, we 
obtain four independent solutions 

(mxIO,O,c), (myla',O,O); c,a'=O,~. (4.124) 

(iv) F lattice: Directly from (4.119) we obtain 

b = c = a' = c' = 0,1, (4.125) 

which yield two independent solutions of ( 4.118 ) . 
When we summarize the space groups of C2u in Table I, 

we shall present them in terms of the generators (2z Ivz ) and 
(2x Ivx ) for convenience, e.g., in constructing their irreduci­
ble representations or the magnetic space groups. 
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3. The CIBSS 02h( = 021); A,Be02J 12 = [A,IJ = [B,IJ = E 

This is the largest crystal class containing 28 space 
groups. Augmenting the class D2, we set 

A = (2z Ic,O,c), B = (2x la,a,O), 

C= (2ylc+a,a,c), I= Ula,P,r), 
(4.126) 

where c,a = O,!, and an auxiliary generating element C has 
been introduced as before. Then from 

[A,!] = (el - la, - 2 P,O), 

[B,!] = (eIO, - 2P, - 2r), 

we obtain 

(4.127) 

a,P,r = O,!, (4.128) 

which hold for the P, I, and C lattices. 
Since the augmentation does not affect the parameters c 

and a, the redundant parameters of a, P,r will be removed 
for each given pair (c,a) by the transformations which leave 
the three diad set {A,B,C; a,a,c} invariant. For this purpose 
we need only the symmetry properties introduced by 
(4.113). 

(i) P lattice: (ia) When (c,a) = (0,0), through permu­
tations of the x,y,z axes we may set 

a=P,r=o,!, (4.129) 

which provide four inequivalent sets. 
(ib) When (c,a) = (!,O) by (~yl!,H) we may set 

r = ° and obtain four inequivalent sets 

a,p=O,!, r=O. (4.130) 

(ic) When (c,a) = (O,!), by interchanging the x,y axes 
we may set a</3 and obtain six inequivalent sets 

(4.131) 

(id) When (c,a) = (!,P, proceeding as in (ia) we first 
obtain (4.129) then reduce them into 

a = P = 0, r = O,!, ( 4.132) 

via [~Y!,M]. 
These 16 space groups obtained above are summarized 

by Nos. 47-62 in Table I. 
(ii) F lattice: From (4.115) we have c = a = ° and then 

from (4.127) 

a = P = r = O,!. ( 4.133) 
(iii) I lattice: From (4.116) we have c = a = O,!. Now 

for the set (c,a) = (0,0), we obtain, through (4.129) 

a = P = 0, r = O,!. ( 4.134 ) 

It can be shown that these also hold for (c,a) = (!,p 
through ( 4.132). Thus, altogether we have four independent 
solutions. 

(iv) C lattice: From (4.117) we have c = a,!, a = 0, and 
also we may set a = ° for the C lattice. Thus for 
(c,a) = (0,0), we have four inequivalent sets 

a=O, P,r=O,!. (4.135) 

For (c,a) = q,O), proceeding as in (ib) of the P lattice, we 
may again set r = ° to obtain two inequivalent sets 

a=r=O, P=O,!. (4.136) 
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F. Monoclinic system 

The coordinate system based on the conventional lattice 
vectors is used with the z axis being parallel to the binary axis 
of rotation. The redundant solutions may be removed by 
using the relevant set of the unimodular transformations 
{U} given by {(x,y),(x ±y,y,z)} in (2.8). 

1. The CIBSS C2; A2 = E 

Let 

A = (2z I0,0,c), (4.137) 

then for the P lattice we have two inequivalent solutions with 

c = O,!, (4.138) 

while for the B lattice we have only one solution with 

c=o, 

sincec-c +! under [ejc/2,0,0]. 

2. ThecIBssC.(=C1P);A2=E 

We set 

A = (mzla,b,O), 

(4.139) 

(4.140) 

and obtained a,b = O,!. Then using the relevant set {U}, we 
arrive at 

a=O, b=O,!, (4.141) 

which provide two inequivalent solutions each for both the P 
and B lattices. 

3. The CIBSS C2h( = C2I); A2 = E, 12 = [A,I} = E 

Let 

A = (2z 10,0,c), I = Ula,b,O). (4.142) 

Then we see that the parameters a,b,c are all binary. Pro­
ceeding as in the class Cs we arrive at 

a = 0, b,c = O,!, (4.143) 

which provide four inequivalent solutions for the P lattice. 
For the B lattice, from (4.139) and (4.143) we obtain 

a = c = 0, b = O,!, (4.144) 

which yield two independent solutions. 

G. The trlcllnlc system 

There exists only one lattice typeP and two classes, each 
of which consists of one space group: the class C1; E = (eIO) 
and theclassS2 ( = Ci);E= (eIO),I= UIO). 

V. CONCLUDING REMARKS 

Based on the defining relations (3.5) of the point groups 
we have constructed 32 minimal general generator sets 
(MGGS) for 230 space groups. The algebraic equivalence 
criteria of the space groups with respect to lattice transfor­
mation A = (U Is] are completed by introducing a relevant 
set (2.8) of the unimodular matrices {U} for each crystal 
class. The definite set {U} greatly reduces the labor involved 
in removing the redundant solutions to arrive at the indepen­
dent space groups. According to the relevant set {U}, mere 
shifts [e Is] ofthe lattice origin are necessary and sufficient to 
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determine the equivalence or inequivalence for almost all 
classes of high symmetry. As a result, it is simpler to con­
struct MOOS of higher symmetry (with minor exceptions) 
in contrast to the existing methods,13.14 which are based on 
the solvability of the space groups. The symmetry properties 
of MOOS with respect to [U Is] play the essential role in 
identifying a space group and also in constructing the ex­
tended space groups. 

As one can see from the total results given in Table I, the 
number of the translational parameters of MOOS is very 
much limited. Their maximum number for each crystal sys­
tem is two for cubic, one for the hexagonal, rhombohedral, 
and monoclinic, four for tetragonal, five for orthorhombic, 
and zero for the triclinic system. Quite obviously, these 
numbers roughly measure the number of independent space 
groups belonging to the crystal system. 

The present method is easily extended to construct the 
magnetic space groups since the defining relations of the 
magnetic point groups have already been worked out by the 
author. 19 In terms of MOOS of the space groups belonging 
to each crystal class one can construct the similar general 
expressions for the magnetic space groups. This will be treat­
ed, however, in a forthcoming paper.8 
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Thirty eight assemblies of general expressions of the generator sets for 1421 magnetic double 
space groups in terms of the 32 minimal general generator sets of the unitary space groups are 
provided. 

I. INTRODUCTION 

Let us understand by the magnetic space groups if the 
trivial magnetic (or gray) space groups as well as the nontri­
vial magnetic (or black and white) space groups. Belov, 
Neronova, and Smimova1 provided a listing of all 1421 of 
the magnetic space groups and the manner of deriving them 
through geometrical consideration. However, no rigorous 
analytical method of constructing them has been reported in 
the previously available literature. There exist extensive re­
views by Opechowski and Guccione2 and by Bradley and 
CracknelP on the subject. 

In a previous work using the defining relations of the 
point groups the author4 has constructed the 32 minimal 
~eneral generator sets (MGGS) of the unitary space groups 
G (this work will be referred to as I hereafter). In an analo-

"'-
gous manner we can construct the generator sets of M such 
that one can describe all 1421 of them by 38 assemblies of 
general ~xpressions in terms of MGGS of the unitary space 
groups G. One can achieve this with a minor amount of addi­
tional effort on account of MGGS of G. 

For convenience of their construction we shall first sub-
"'-

divide the magnetic space groups M into two kinds5 denoted 
"'- "'- "'-

as G e and HZ; the factor group of the first kind G e IT with 
respect to the translational group T is isomorphic to a gray 

"'-
point group, while the factor group of the second kind H zIT 
is isomorphic to a magnetic point group. The first kind will 
~ constructed in Sec. II by augmenting a given ~pace group 
G with the time inversion translation operators (J. These are 
determined from the defining relations of the time inversion 
operator (J. The magnetic Bravais lattices follow automati­
cally from the lattice type L of the crystal class G and the 
allowed augmentors 0 'so The second kind will be constructed 

"'-
in Sec. III through the left coset decomposition of G with 
respect to its halving subgroup H as usual. This will be 
achieved by introducing simple algebraic lemmas on the gen-

/"< 

erators ofthe point group G( ~ G IT). The lemmas directly 
construct the coset decompositions of G from its generators 
with the help of their defining relations. The two kinds of the 
magnetic space groups thus constructed based on the 
MGGS of a crystal class G will be combined together and 
presented as one assembly. In some cases, how.xver, more 
than one assembly of the magnetic space groups M may cor­
respond to a crystal class G on account of the difference in 

"'-
the symmetry properties of the space groups G. As a result, 
we arrive at 38 (instead of 32) assemblies of the general 
expressions of the generator sets, which describe 1421 mag­
netic space groups. These will be presented in Table I. Unless 

otherwise specified we shall use the same notations as in I. In 
particular, we mean by a point group or a space group the 
respective double group. 

II. THE MAGNETIC SPACE GROUPS OF THE FIRST KIND 

Let G be a point group and G" be the gray group defined 
by 

G e = G + (JG, (J2 = e, (2.1) 

where (J is the time inversion operator, which is antiunitary, 
"'-

and e is a 2fT rotation. Let G be a space group corresponding 
to G, then the magnetic space group of the first kind is de­
fined by 

(2.2) 
A ~ 

where (J commutes with all elements of G and Ve is a mini-
mum translation associated with (J. Let Tbe the translation 

"'- "'-
group of G and let R = (R I VR ) be an element of the factor 

"'- "'-
group G IT. Then from the isomorphism GeIT __ Ge and 
using the defining relations of G" , we obtain 

02 = «(J212ve) = (eIO), 

[R, 0] = (elRve - ve ) = (eIO), 'fiR E G. 

(2.3a) 

(2.3b) 

These can be rewritten as 

2v(J E T, RVe = Ve (mod tE T), 'fiR E G, (2.4) 

which characterize Ve (mod t E T) as a binary vector be­
longing to the invariant eigenvector space of all R 's of G. 

All the possible G e are constructed from (2.3) or (2.4) 
by determining the allowed values of the parameters of 
Ve = (s, 1/, t) for each lattice type L. An immediate conclu­
sion is that these parameters are all binary, i.e., they are 
limited to 

(2.5) 

for any lattice type L. Further restrictions on these follow 
from the commutation relation with a characteristic gener­
ator Rc of a given G whose order is higher than 2. Here we 
may restrict Re to be proper since the corresponding im­
proper operator Re leads to the same conclusion. According 
to the defining relations ofthe point groups [see Eq. (3.5)] 
such an operator Rc is characteristic to each crystal system. 
Thus, the additional restrictions imposed on the parameter 
sets are also characteristic to each crystal system. 

Obviously, it is possible that some of G e thus obtained 
may be equivalent. Let A = [U Is) be a lattice transforma-

"'- "'-
tion that leaves invariant the halving subgroup G of G e [see 
Eq. (2.5) ofI]. Then, from 
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A(B Iv8 )A -1 = (B I Uv8 ), 

we have the equivalence 

(2.6a) 

V8 - UV8 under A. (2.6b) 

Thus, the inequivalent sets of 0 's may depend not only on the 
crystal system but also on the symmetry of the space group 
O. According to (2.4)-(2.6) the equivalence of different oe 
may occur only under nontrivial outer automorphisms that 

""-
leave G invariant. This severely limits the equivalence of 
those belonging to the crystal classes of high symmetry [see 
Eq. (2.8) ofI] . In fact, it is observed only for those belonging 
to the orthorhombic or monoclinic systems. 

""-
Before actual construction of G e, it is convenient for its 

""-
presentation to regard G e as a direct product of two (dou-
ble) space groups. 

A A A A. 

Ge=MLxG, MLIT=e+e+B, (2.7) 

and call the groupML as a magnetic Bravais lattice (MBL). 
Since L of G defines the transformation group T, a MBL may 
be denoted by L and O. Thus, all the possible MBL's corre­
sponding to (2.5) are expressed by 

L o = L(B 10, 0, 0), La = L(B I!, 0, 0), 

Lb = L(B 10d, 0), Le = L(B 10, 0d), 

LA. = L(B 10,!, !), LB = L(B I!, 0, !), 
Le = L(B I!,!, 0), LI = L(B I!,!, !). 

(2.8) 

There exist a total of 48 MBL's since L may take one of the 
six conventional lattice types (P,A.B,C,F,l). Obviously, 
some of them may be equal or equivalent or may not be 
allowed for a certain crystal system. Each allowed Lx defines 
an additional set of equivalent points with the time inversion 
B in the conventional unit cell of the Bravais lattice L of G. 
The above notations are in accordance with those intro­
duced by Belov et al. 1 for the black and white lattices in 
terms of figures. 6 They introduced 36 topologically indepen­
dent MBL's through geometrical consideration. We shall 
construct them simply through further restriction of (2.5) 
with the characteristic generator Re for each crystal system 
or removing possible redundance through equivalence 
(2.6). We shall begin with the simplest case of the cubic 
system. 

A. The cubic system 

The characteristic proper point operation Re for this 
system is 3xyz • Its invariant eigenvectors with the binary pa­
rameters are given by 

(2.9) 

Thus, for L = P, F, or I, we obtain five independent MBL's 

{po, p;l, {Fo, F.}, 10' (2.10) 

where Fs = F(B I!,!, V, which is equal to Fa, Fb, or Fe. 

B. The hexagonal system 

With Re = 6z in (2.3) we have 

[6z ,B] = (el-'1/,5-'1/,O), (2.11 ) 

c. The rhombohedral system 

WithR e = 3xyz in the rhombohedral coordinates for the 
R lattice we obtain 

(2.13a) 

as in the case of the cubic system. These may be reexpressed 
by 

(2.13b) 

in the hexagonal coordinates for the double-centered hexag­
onallattice R •. For the primitive hexagonal lattice P of the 
system we obtain again two MBL's given by (2.12). 

D. The tetragonal system 

With Re = 4z , we obtain 5 = 1/ = O,!, ~ = 0, !, which 
yield 

{po, Pc, Pc, PI}' {Io,Ie}, 

corresponding to L = P, 1. 

E. The orthorhombic system 

(2.14) 

Since there is no characteristic Re for this system, all the 
parameter sets given by (2.5) are allowed with possible re-. ""-
dundances depending on the symmetry of the space group G. 
According to the relevant set of the outer automorphisms for 
G given in (2.8) ofI, we need to consider only the permuta­
tions of the x,y,z axes followed by appropriate shifts for this 
system. 

(i) If the thr~ axes of the coordinate system are inequi­
valent for a given G, we have the following independent sets 
of MBL's corresponding to 

L =P, C,A,F,I: 

M(8P) = {po, Pa, Pb' Pc, PA.' PB, Pc, PI}' 

M(C) = {Co, Cb, CI , CB}, 

M(A) = {Ao,Ab,AI,AB}, 

M(F) = {Fo, F.}, 

M(4I) = {lo, la' I b, IJ, 

(2.15) 

where Fs = F( B I!, !, V and the lattice types C and A are in 
""-

accordance,.... with those of the space groups G given in I. 
(ii) If G is invariant under A = [(x, y) Is], where (x, y) 

denotes the interchange of the x, y axes, we may characterize 
the independent parameters by 

5<1/ = 0d, r = Od· (2.16) 

Then we obtain 

M(6P) = {Po, Pb' Pc, PA.' Pc, PI}, 

M(3I) = {lo, I b, IJ. 

(2.17) 

The above symmetry does not affect M(C) or M(F) of 
(2.15) whilelt cannot apply for theA lattice. 

(iii) If G is invariant under A = [(x,y, z) Is], where 
(x, y, z) denotes the permutations of the x, y, and z axes, we 
may set 

which yields 5 = 1/ = 0, ~ = 0, !, for L = P. Thus we obtain 5<1/<~ = 0, !, (2.18) 

Po, Pc· (2.12) which yield, for L =P, I, 
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M(4P) = {po, Pc, PM PI}' 

M(2I) = {Io,Ic}' 

(2.19) 

This symmetry does not affect M(F) of (2.15), and it cannot 
apply for L = Cor A. 

F. The monoclinic system 

Let the binary axis of rotation be parallel to the z axis. 
Then the angle between the x and y axes is arbitrary. As in 
the previous case of E, the possible redundance of (2.5) may 
be removed by the outer automorphisms with a set of linear 
transformations {(y, x,z), (x ±y,y, z)} and appropriate 
shifts for this system. If the x and y axes are inequivalent for 
A 

G, we have, for L = P, B, 

M(6P) = {po, Pa, Pb , Pc, PA, PB }, 

M(B) = {Bo, Bb , Be}· 

If G is invariant under [(x, y) Is] we have 

M(4P) = {po, Pa, Pc, PAl. 

This symmetry does not apply for L = B. 

G. The trlcllnlc system 

(2.20) 

(2.21) 

Since all three angles of the coordinate system are arbi­
trary, we have only two MBL's given by 

M(P) = {Po, pJ, (2.22) 

wherePs = P«(J 10, 0, !), taking thez axis in the direction of 
(S, 1/, ~). 

Thus we have constructed altogether 48 MBL's, of 
which only 36 are for the holohedral space groups in agree­
ment with the result of Belov et al. 1 In Table I we have pre-

A 

sented the magnetic space groups of the first kind G e in 
terms ofMBL's and MOOS of each crystal class. It contains 

A 

also the magnetic space groups of the second kindH z, which 
will be discussed in Sec. III. 

III. THE MAGNETIC SPACE GROUPS OF THE SECOND 
KIND 

A A 

Let Hbe a halving subgroup of a space group G, then the 
A A 

left coset decomposition of G with respect to H yields 
A A A 

G = H +zH, (3.1) 
"'-

where z is the coset representative that is a generator of G. 
Since H is an invariant subgroup, z must satisfy the following 
compatibility conditions expressed by their angular parts: 

reH, zHz- 1 =H. (3.2) 

Accordingly, not every generator of G may be acceptable for 
z, as will be discussed in detail. For each left coset decompo­
sition {z, H} of G one can define a magnetic space group by 

A A A 

HZ=H+z'H, z'=(Jz. (3.3) 

It is obvious from the definition that the factor group HZ IT 
is isomorphic to the magnetic point group defined by 

HZ=H+z'H, z'=(Jz. (3.4) 
"'-

We shall now show how to construct HZ from a given 
A A 

space group G when its factor group G IT( '::!:!.G) is expressed 
by its generators. As discussed before in I the abstract gener-
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ators of the point group G are characterized by the following 
defining relations: 

An =Bl = (AB)'" =E, 12 =E, (3.5) 

where I is the inversion operator that is in the center of G if it 
is contained in G. The set of orders {n, /, m} is characteristic 
to G: {n, 0, O} for Cn, {n, 2, 2} for Dn, {3, 3, 2} for T, and 
{4, 3, 2} for O. Let an element with an odd (even) order 
with respect to E be simply called an odd (even) element. 
Then, from (3.2) and (3.5) we arrive at the following lem-

A 

mas, w1lich play the essential role for constructing H Z from a 
given G. 

Lemma 1: An odd generator of G is not acceptable for Z. 

The highest even generator of a cyclic group and the inver­
sion operator I of any G are always acceptable for Z. 

Lemma 2: If there exist two generators A, B( #1) for G, 
choose them such that (AB)2 = E. Then, even one, say A, is 
acceptable for Z. The corresponding halving subgroup H is 
formed by A 2, B, and I (if I is contained in G). 

The proof is elementary. For Lemma 2, it follows from 
zBz- 1 = EB -IZ-2 e H. Hereafter it is assumed that two 
generators A, B( #1) are chosen in accordance with Lemma 
2 as in (3.5). The effectiveness of the lemmas is obvious since 
all the required orders are given by the defining relations 
(3.5). In the traditional approach, the antiunitary operators 
of Ir are determined from the character table of the point 
group.3,7 A 

According to (3.5) the generator set of a space group G 
with a lattice type L can be expressed by one of the following 
five sets: 

L{A}, L{I}, L{A, I}, L{A, B}, L{A, B,l}. (3.6) 

The corresponding H "'s are immediately constructed by us­
ing the lemmas and (3.5). In a special case of L{A, B} be-

A 

longing to the class T, there exists no HZ since both genera-
tors are odd. Now for the even dihedral crystal systems 
(orthorhombic, tetragonal, and hexagonal), the generators 
A, B are all even. In such a case, we obtain the following 
seven HZ for the most general space group L{A, B, I}: 

L. {A ',B, I}, {A', (AB), I}, {A, B', I}, 

{A, B, I'}, {A,,8, I'}, {A, B, I'}, {A, (AB), I'}, 
(3.7) 

provided that A, B, and AB are all inequivalent. Here 
X' = (JX and X = XI, and for simplicity the lattice type L is 
not repeated. If only one of the generators A or B is even, say 

A 

A is even, then one obtains the following HZ corresponding 
to L{A, B, I}, 

L. {A ',B, I}, {A, B, I'}, {A, B, I'}. (3.8) 

This case is applicable to the class D 3h or 0h' Thus, we have 
exhausted all the possibilities of HZ arising from a given G 
since the remaining cases of (3.6) may be regarded as special 
cases of L{A, B, I}. 

We shall now discuss the completeness of the sets given 
by (3.7). It can be seen from the following equalities: 

{A ',(AB), I} = {A', B', I} = {(AB), B', I}, 
(3.9) 

{A,,8, I'} = {A, B', I'}, {A,(AB),l'} = {A', B', I'}. 
These equalities also give an alternative basis for construct-
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TABLE I. The 38 assemblies of the general generator sets for the 1421 magnetic space groups. 

T(195-199): 
Th (200-206): 
0(207-214): 
Td (215-220): 
Oh (221-230): 

C6 (168-173): 
C 3h (174): 
C6h (175-176): 
D6 ( 177-182): 
C6u (183-186): 
D3h (187-188): 
( 189-190): 

A. The cubic system 
L =P.F,/; ML = {PooPI }, Fs. 10 

ML (2. Ie. 0 c) (3_ 10) 
ML (2.lc + a. a. c) (3_ 10) (i10). L{23n 
ML (4.10. - c. c) (3" ... 10). L{4'3} 
Md4.lc. - c. c)(3_ ID). L{4'3} 
Md4.la. - c. c)(3" ... 10)(i10). L. {43,.}. {43n, {4'3i} 

B. The hexagonal system 
L =P.ML = {po, pc} 

ML (6.ID. O. c). P{6'} 
ML (6.10). P{6'} 
ML (6.10. D. c)(iIO). P.{6'i}. {6n. {6n 
ML (6.10. D. c) (uoIO) (uIIO. O. c)t. P.{6'uo}. {6'u l }. {6uo} 
ML (6.10, D. c)(moIO. O. c')(mIIO. O. c + c')t. P.{6'mo}. {6'm l }. {6mo} 
ML (6.10) (moIO. o. c) (uIID. O. c)t. P.{6'mo}. {6'u l }. {6mQ} 
ML (6.10)(uoI0. o. c)(mIIO. o. c)t, P.{6'uo}, {6'm l }. {6uo} 

D6h (191-194): ML (6.10. 0, c)(uoIO, o. c') (uIIO. D. c + c')t UIO). P.{6'uoi}. {6'u l i},{6uQi}. {6Uol"}. {6iiol"}. {6Uol"}. {6u/} 

C3 ( 143-146): 
C 3; (147-148): 
D3 ( 149-155): 
C 3u (156-161): 
D3d (162-167): 

C.(75-80): 
S.(81-82): 
C.h (83-88): 
D.(89-98): 
C.u (99-110): 
Du (111-114. 121. 122): 
(115-118. 119. 120): 
D.h (123-142): 

(16. 19; 22; 23. 24): 
(17.18; 20. 21): 

C. The rhombohedral system 
L =P,R *.ML = {po, Pc}. {R~. R~} 

ML (3.10. O. c) 
ML (3.10) UIO). L{3t} 
ML (3.10. 0, c)(uv ID). L{3u~} 
ML (3.10) (mv 10. O. c). L{3m~} 
ML (3.ID) (uv 10) (mv 10.0, c) t UIO. D. c), L. {3u~i}. {3uv"}. {3mJ} 

D. The tetragonal system 
L=P.I.ML = {PooPC' 
pc. PI)' {Ioo Ic) 

Md4.10.0,c).L{4'} 
ML (4.10). L{4'} 
ML (4.la. b. c)(iIO). L.{4'i}. {4t}, {4n 
ML (4.10, O. c)(2" la. a, 0)(2,,1' la. a. c)t, L.{4'2,,}. {4'2x1' }. {42~} 
ML (4.10. D. c)(m" la + 2c, a, c')(m""la. a + 2c. c + c')t, L.{4'm,,}. {4'm",,}.{4m~} 
ML (4.10) (2" la + 2c. a. c) (mxyla. a + 2c. - c)t. L.{4'2}. {4'm}. {42'} 
ML (4.10)(m" la + 2c. a. c)(2,,1' la. a + 2c. - c)t. L.{4'm}. {4'2}. {4m'} 
ML (4.la + c, c. c)(2" la. a + 2c + a. r)(2"y la - c. a + c. c + r)t UIO). 
L.{4'2"i}.{4'2 .... i}. {42'i}. {4U}. {4U}. {42"t}. {42"yt} 

E. The orthorhombic system 
L=P. C.A.F,I 
M(4P) = {poo pc. P,.. PI} 
M(6P) = {poo Pb• pc. P,.. pc. PI} 
M(8P) = {Poo PQ' Pb• PC' P,.. ps • pc. PI} 
M(C) = {Coo Cb• CI• Cs } 
M(A) = {AooAb.AI.As } 
M(F) = {Foo F.} 
M(U) = (/ooI.}.M(3/) = {Ioo lb' Ic}. 
M(4I) = {Joo IQ'/b' Ic} 

D2 
M(4P; F;U)(2.lc. 0, c)(2" Ie, c. 0), L(P; F; I){22'} 
M(6P; C)(2.lc. O. c)(2" la. a, 0). L(P. C).{2'2},{22'} 

C 2U 

(25,27,32.34;35.37;42,43;44.45): 
(26,28-31,33; 36; 38-41; 46): 

M(6P; C; F; 3I)(2.lb, - b, O)(m" 10, b, c), L(P; C; F; I). {2'm}. {2m'} 
M(8P; C;A; 4/)(2. la', - b, c + c)(m" 10, b. c)(m1' la', D, c')t. 
L(P; C;A;/).{2'm,,}. {2'my}, {2m~} 

D2h 
(47.48,61; 69, 70; 71, 73): M(4P; F; 2/)(2. Ie + a, a, c)(2" Ie. c + a, a)(iIO), L(P; F; /).{2'2i}. {22n, {2it} 
(49. SO, 55. 56, 58. 59; 65-68; 72, 74): 
(51-54.57,60.62; 63. 64): 

M(6P; C; 3I)(2.la.a. 0)(2" la. a + a, r)(iIO),(P; C; I).{2'2i}, {22'i}, {2U}, {2in, {iU} 
M(8P; C) (2.lc + a. /3. c) (2" la. a + /3. r) (2yja + c + a,_a, c + r)t UIO), 

1487 

L(P; C){2;2"i}, {2.2~i}, {2;2yi}, {2.2J}. {2.2"t}. {2,2J}. {2.2yt} 

F. The monoclinic system 
L=P,B 
M( 4P) = (Poo PQ, PC' P,. } 
M(6P) = {PooPQ,Pb'PC'P,.,Ps } 
M(B) = {Bo• Bb, Bc} 
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TABLE I. (Continued). 

C2 (3. 4; 5): M(4P; B)(2. 10. O. c). L(P; B){2'} 
C, (6; 7; 8. 9): M( 4P; 6P; B) (m. 10. b. 0). L(P; P; B){m'} 
C2h (lO.11; 12.15; 13.14): M(4P;B; 6P)(2 .10. b. c)(iIO),L (P; B;P) .{2'i}. {2i'}. {2i'} 

G. The triclinic system 
L = p. M)P) = {Po. P,} 

M(P) (elO) 
M(P) (elO) (;10). P{ei'} 

Notes: (i)The translational parameters a.b ..... r are given in Table I of!. 
(ii)The numbers in the parentheses after the class symbols are the space poup numbers. 
(iii) The superscripts t·s denote auxiliary generators needed to describe Ir . 
(iv)Abbreviations of the symbols are used whenever no confusion exists. 

ing HZ in terms of the international notations of the space 
groups as has been carried out by Belov et 01.1 We prefer the 
expressions given by (3.7) since these are directly related to 
their irreducible corepresentations (coirreps) determined 
through the projective coirreps of their point groups HZ in­
troduced by the author.s 

'" It should be noted that one assembly of H Z as given by 
(3.7) corresponds to one minimal general generator set 
(MGGS) of a crystal class except for the classes D3h and 
D 2d and all three classes of the orthorhombic system. For the 
former two classes, it is due to two inequivalent realizations 
of each generator set. For the latter three classes, it is due to 

A 

possible equivalence of some or all of the three diads of Gas 
A 

discussed in Sec. II E. Thus, two or three assemblies of HZ 
correspond to a crystal class for these cases. It should also be 

A 

noted that the equivalence of some or all of A, B, andAB of G 
under lattice transformations A can occur only for the ortho­
rhombic system. 

"" All the magnetic space grou\?s HZ thus determined are 
given in Table I together with G e constructed in Sec. II. 
Here, for convenience, we have expressed a space group 
L{A, B} or L{A, B, I} by 

L{A,B,(AB)t} or L{A, B,(AB)t, I}, (3.10) 
A 

in the case when the product (AB) is needed to describe HZ 
[the superscript on (AB) simply means that (AB) is an aux­
iliary generator]. 

IV. ILLUSTRATIVE EXAMPLES 

On account of the compact nature of Table I, it seems 
worthwhile to give some illustrative examples for its use. For 
each example, we first write down a space group G by its 
generators determined from Table I of I. Then we give the 

A "" corresponding magnetic space groups G e and HZ from the 
present table. These are reexpressed in terms of the notations 
introduced by Belov, Neronova, and Smirnova l (BNS) for 
comparison. 

(i) No. 230. I( 4z 11, -ld)(3xyz 10)(iI0) E 0h' (4.1) 
Since L = I, we have ML = 10 from Table I-A. Then 

from the line Oh (221-230) we obtain 

1043i, 143i', 143i', 14'3i, ( 4.2a) 
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where 4, 3 are obvious abbreviations ofthe generators given 
in the beginning. These correspond to 

103' d, la'3d', la'3d, la3d " (4.2b) 

in the BNS notations, respectively. 
(ii) No. 70. F(2z 11.1, 0)(2x 10.1.1) UIO) E D 2h • Since 

L = F, from Table I E we have M(F), = {Fo, FJ and then 
from No. 70 of D 2h • 

F022i, Fs22i, F2'2i, F22i', F22i', 

which correspond to 

Fddd 1', Fsddd, Fd'd 'd, Fd'd'd', Fd'dd, 

in the notation of BNS. 

(4.3a) 

(4.3b) 

The illustrative examples given above show that the 
present table is much more explicit than those given by BNS. 

V. THE CONCLUDING REMARKS 

Using the general generator sets of the space groups G 
given in I and the defining relations of the point groups, we 
have rigorously con~tructed all the generator sets of the mag­
netic space groups M with ease. These are presented in Table 
I. It describes all the generators of 1421 magnetic space 
groups by mere 38 assemblies of general expressions with the 
translational ~ameters that are predetermined for the 
space groups G. In almost all cases, one assembly corre­
sponds to each crystal class. The exceptions occur only for 
the five classes D 3h , D 2d' D2, C 2"' and D 2h' where two or 
three assemblies of the generator sets are required to describe 
H Z>s for each class. This has been discussed in Sec. III. 

As it has been shown by the author the generator sets 
given in Table I are essential and sufficient to construct all 
the irreducible corepresentations (coirreps) through the iso-

A A 

morphisms G e /T-G e and H Z /T~ Z from the projective 
coirreps ofthe gray point groups Ge and the magnetic point 
groups Ir , respectively. These general generator sets of if 
are also very convenient in discussing their symmetry prop­
erties as we have discussed those of the space groups G. 

Undoubtedly, the present compact presentation of the 
magnetic space groups gives us control over their large num­
ber and thus helps us to study the symmetry properties of the 
magnetically ordered crystalline solids even more systemati­
cally. 
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Transition of a Kantowski-Sachs cosmological model into an inflationary era 
0. Gr0n 
Institute 0/ Physics, University o/Oslo, Oslo, Norway 

(Received 3 September 1985; accepted for publication 31 October 1985) 

An empty Kantowski-Sachs universe model with a cosmological constant is found. It emerges 
from a pancake singularity at t = 0. If the cosmological constant is of the same magnitude as that 
induced by a GUT vacuum phase transition, this universe enters an exponentially expanding era 
at the GUT time to = 1,0.10-35 sec. The universe then isotropizes rapidly, and the shear 
diminishes by a factor of 10 - 56 if this inflationary era lasts for t 1 = 1,3·10 - 33 sec, as is the case in 
Guth's inflationary universe model. 

I. INTRODUCTION 

A qualitative study of Kantowski-Sachs cosmological 
models 1 has recently been performed by Weber.2

•
3 These 

models are spatially homogeneous, have shear, and have no 
rotation. They do not belong to the Bianchi classes. Weber 
investigated such models with a cosmological constant and 
found that there exist models evolving towards the de Sitter 
universe. 

Such cosmological models are of particular interest due 
to the possible existence of a GUT phase transition produc­
ing a vacuum-dominated inflationary era in the very early 
history of the universe.4 

I will here find an exact solution of Einstein's vacuum 
field equations with a cosmological constant for a space-time 
of the Kantowski-Sachs type. This will be used to investigate 
if such a universe model will show a transition into an infla­
tionary era at the GUT time. 

II. EMPTY KANTOWSKI-SACHS UNIVERSE WITH 
COSMOLOGICAL CONSTANT 

The Kantowski-Sachs metric takes the form 

ds2 = dt 2 -A 2 dr _B2 dO}, dfe = d0 2 + sin2 d¢i, 
(1) 

where A and B are functions of the cosmic time t. Einstein's 
vacuum field equations with a cosmological constant for this 
metric take the form 

2AB 1 +B2 = A 
AB + B2 

(2) 

iJ I+B2 __ A 2-+-:"""--
B B2 

(3) 

A +iJ +AB=A. 
A B AB 

(4) 

Integration of Eq. (3) gives 

B2=H~B2-1+KI/B, Ho=(A/3)1/2. (5) 

Putting the integration constant K 1 equal to zero and inte­
grating once more leads to 

B = Bo cosh (Hot) , Bo = B(O) . (6) 

Equations (2) and (3) give 

A=K~. (7) 

Inserting the solution (6), (7) into the field equations, one 
finds that they are satisfied for Bo = K2 = H 0- 1 after a con-

stant adjustment of the r coordinate. The solution may now 
be written 

ds2 = dt 2 - H 0- 2 sinh2(Hot)dr 

(8) 

This line element describes a Kantowski-Sachs vacuum 
space-time with cosmological constant. 

III. TRANSITION INTO AN INFLATIONARY ERA 

The characteristic feature of an inflationary era is that 
space-time expands exponentially owing to the repulsive 
gravitation of a dominating vacuum energy. This vacuum 
energy is due to Higgs fields that produce a large cosmologi­
cal constant. At the GUT time this is of a magnitude so that 
to = (Ho) -I = 1,0.10-35 sec. 

From the line element (8), it is seen that at this point of 
time there is a transition from an anisotropic Kantowski­
Sachs universe to an isotropic de Sitter universe, with an 
exponentially expanding scale factor. 

The expansion is 

e = A I A + 2B IB = Ho[ coth(Hot) + 2 tanh (Hot) ] , 
(9) 

which tends towards 3Ho. The shear is 

u = 3 -1/2(A I A - BIB) = 3 -1/32HO csch(2Hot) , 

( 10) 

which decays exponentially towards zero when Hot> 1. 
The Guth inflationary era5 lasts from to to 

tl = 1,3.10- 33 sec. During this era the shear diminishes by a 
factor 10-56• 

IV. CONCLUSIONS 

A Kantowski-Sachs universe model describing vacuum 
with a cosmological constant has been found. This universe 
model emerges from a pancake singularity and develops 
towards an isotropic de Sitter universe. 

If the cosmological constant is of the same magnitude as 
that induced by a GUT phase transition, the universe will 
evolve extremely rapidly from a shear-dominated state be­
fore to = 1,0.10-35 sec to a vacuum-dominated isotropic 
state after this point of time. The shear diverges initially, in 
an infinitely thin universe with finite extension in its own 
plane. From t = ° until t = to the thickness of the universe 
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increases approximately linearly with time, while its exten­
sion in the other two directions remains approximately con­
stant. For t> to the universe expands exponentially in all 
directions, and the shear decays exponentially towards zero. 
If this inflationary era lasts until t) = 1,3·to-33 sec, as in 
Guth's inflationary universe modeV then the shear dimin-
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ishes by a factor ofthe order to-56 during this era. 
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ERRATA 

Erratum: Operators for the two-dimensional harmonic oscillator in an angular 
momentum basis [J. Math. Phys. 24, 2340 (1983)] 

Oluwole Odundun 
University of Ife, Ile-Ife, Nigeria 

(Received 16 December 1985; accepted for publication 8 January 1986) 

The paragraph immediately above the Acknowledgments should read as follows: 
Whereas the commutation relation 

(2At'A + 1) [A j , A J] = (2At'A + 1)8ij - 2A rAj 

holds in the three-dimensional case, the commutation relation 

M [Ai> A J] = M8ij - A rAj 

is found to hold in the two-dimensional situation. 
The author would like to thank Dr. A. J. Bracken and Mr. A. S. McAnally, both of the University of Queensland, 

Australia, for pointing out this error. 

Erratum: Functional integrals for spin-Bose systems [J. Math. Phys. 27, 221 
(1986)] 

G. J. Papadopoulos 
Department of Physics, Laboratory of Mechanics, University of Athens, Panepistimiopolis, GR. 15 7 71, 
Zografos, Athens, Greece 

(Received 19 December 1985; accepted for publication 14 January 1986) 

The final sentence of the second paragraph on p. 223, left column, should be deleted and the first sentence of the third 
paragraph should be replaced by the following. 

It should be noted that in pursuing evaluations using angular momentum operators there will correspond for each value 
of J( = ~, q, ... ) the same pair of complex variables {J,y. This mode of description, given a fixed number of atoms, essentially 
gives each atomic state by its upper level occupancy. 
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